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PREFACE

The International Solar-Terrestrial Prediction Proceedings and Workshop Pro-
gram (1STP/P-W Program) included the following: (i) an open call for contrib-
uted papers on solar-terrestrial predictions; (2) invited review papers about
(a) the prediction, warning and monitor ng services of groups that regularly
issue solar-terrestrial predictions; (b) the current and fuiure needs for
predictions by groups that use solar-terrestrial predictions, and (c) current
knowledge ~i selected topics in solar-te-restrial physics and applications;
(3) working groups on fourteen areas of interes: for solar-terrestrizal pre-
dictions; (4) a preprint exchange from October, 1978 through March, 1979;

(5) a workshop of representatives of the working groups; and (6) the Solar-
Terrestrial Predictions Proceedings. These proceedings consist of four
volumes:

Volume |. Prediction Group Reports (GPO No. 003-023-00041-9)
Volume I1I. Working Group Reports and Reviews

Voluma 11t1, Solar Activity Predictions

Volure V. Prediction of Terrestrial Effects of Solar Activity

Volume | reviews the current practice in solar-terrestrial predictions. Vol-

ume |l presents the recommendations and reports developed by the working
groups at the workshop.! Topical reviews and papers on the currert and future
needs for predictions are also included. Volumes |1l and IV present individ-

va! suggestions for particular prediction schemes.

The goals of the program were as follows: (1) to determine and dccument the
current state-of-the-art of solar-terrestrial predictions, the applications
of these predictions, and the future needs for solar-terrestrial predictions,
(2) to encourage research, development and evaluation of solar-terrestrial
predictions, and (3) to provide indepth interaction of orediction users,
forecasters and scientists involved in the research and development of pre-
diction techniques. To achieve the first goal, we invited forecast groups
and user groups to review their activities. The working groups concentrated
on deriving recommendations for fuiure needs pertinent to solar-terrestrial
predictions. The early call for contributed papers was made to achieve the
second goal, i.e. authors had more than a year to orient their work towards

a paper on predictions. The workshop was aimed at the third gc. !. The
criteria used for selecting working-group representatives to ait:nd the work-
shop included the goal of having at least one forecaster per group. The
working groups on solar-activity, magnetospheric physics, ionospheric physics,
etc., were aimed at attracting scientists. On the other hand, the working
groups on communications, geomagnetic applications, and space-craft and man-
in-space applications were intended to attract prediction users as well as
apnlications scicntists.

Richard F. Donnelly C,}L’

NOAA/ERL/SEL

Boulder, Colorado 80303 USA
December 3, 1979
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OVERVIEW

Volume || of the Solar-Terrestrial Prediction Proceedings presents the
main results of the workcshop and the recommendations of the working groups.
Three types of papers are included: (1) working group reports, (2) topical
review papers and (3) reviews of the needs for predictions by groups that
use solar-terrestrial predictions. In some cases, papers originally sub-
mitted by their authors as contributed papers were included in this volume
as topical reviews. Note that the table of contents lists the location of
specific working group recommendations.

The world-wide group of solar-terrestrial prediction services discussed
in Volume | of these proceedings is currently dominated by radio communication
predictions. Volume Il strongly emphasizes predictions for satellite and
power-system applications because of their increasing importance. Similarly,
transionosphere radio-propagation is stressed because of its increasing
importance reiative to ionosphere-reflected communications. Furthermore,
the opportunities for improving prediction services in the next decade are
probably greater for thase newer areas of applications than in the traditional
ionosphere-reflected radio communications predictions. On the other hand,
many of the problems in satellites, long-line power systems or pipelines
caused by solar activity will be minimized through improved engineering
desijyns that reduce the sensitivity of future systems to solar-terrestrial
disturbances; the application of solar-terrestrial predictions to help solve
these problems is only one of several approaches. For example, improved
engineering design has satisfactorily solved the solar-terrestrial disturbance
problems in long-line cable communications.

Chapter | of this volume discusses in depth the sular-terrestrial
environment problems for spacecraft, including what nredictions are
required for energetic particles, the low energy plasma, and the neutral
atmosphere. Our current knowledge of these three topics and tne effects of
solar-terrestrial disturbances on manned space flight are reviewed.

Recent trends toward interconnecting electric power systems over
large geographic areas, increasing development of large electric power
systems at high latitudes and opening of oil or gas fields with long pipe-
lines at high latitudes have led to increased importance of predicting
geomagnetic activity and its ground-induced currents. Chapter |l discusses
the needs for solar-terrestrial predictions and further research for this
exciting and rapidly dcveloping apnlications area that places new emphasis
on predicting the time rate of change of the geomagnetic field in particular
geographic regions,

Chapter 111 discusses radio communication predictions. The continued
importance of ionosphere-reflected communications is reaffirmed, especially
for low~latitudes. The current state-of-the-art of modeling the ionospheric
time-delay and scintillation effects on transionosphere radio propagation is
discussed. ‘

Chapter |V discusses solar-activity nredictions. Recently, interest
in long-term solar-activity variations has been renewed with wider acceptance
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of its possible effects on climate and the occurrence of phenomena like the
Maunder Minimum. In the coming years, worldwide shortages in energy, food,
and raw materials will increase the importance of long-term predictions. The
variety of published predictions for the current sunspot cycle includes such
a large range of peak values that it is clear that the theories upon which
many of these prediction schemes are based must be inconsistent with the
physical processes governing the sunspot cycle. Using sunspo* data during

a cycle to predict the sunspot number about one year in advance produces
sufficiently accurate results. Using data at sunspot minimum to predict

the following sunspot cycle provides useful results. Recently Ohl in the
U.S.S.R., Brown in England, and Sargent in the United States have each used
the effects of recurrent geomagnetic activ.ty during the decline of one
eleven-year cycle to predict the following sunspot cycle. They provide the
first major advance in long term solar activity predictions beyond the state-
of the-art given in Yu. |. Vitinskii's book Solar-Activity Forecasting (1962,
Academy of Sciences of the U.S.S.R., Leningrad; English translation NASA TT
F-289, TT65-50115, 1965). On the otherhand, these recent improvements still
do not provide predictinns far enough in advance to satisfy many system de-
signers who would like to have good predictions 15 to 30 years in advance.
This is the time fiame where the gap between the prediction needs and current
prediction performance is largest with little hope of improvement in the near
future. The statistical techniques used for 15 to 30 year predictions are
based on data that do not include the Maunder Minimum. |f several proposed
very long-term periodicities in sunspot numbers are correct, they should
contribute to low sunspot numbers during cycle 22. We need to batter under-
stand the physical mechanisms that cause sunspot cycles in order to improve
our predictions.

The main improvements in short-term predictions in recent years have
been the improved real-time monitoring of the sun at radio, X-ray and optical
wavelengths, the detection and diagnosis of solar flares, and the short-term
predicticn first of energetic particles and then of magnetospheric and
ionospheric storms, Predictions of major solar flares several days in advance
depend strongly on active region evolution studies using optical measurements
with high spatial resolution. Recent research on coronal holes indicates that
the addition of solar X-ray or EUV monitoring measurements with moderate spatial
resolution using existing technology should provide improved predictions of
sector boundary passages and geomagnetic activity.

Chapter V discusses predictions of magnetospheric disturbances including
solar-wind and magnetosphere interactions. One of the main difficulties in
predicting the terrestrial effects of solar activity has been that the tra-
ditional geomagnetic activity indices do not provide accurate quantitative
indication of the strength of particular terrestrial effects of geomagnetic
activity, e.g. the strength of induced ground currents or the decrease in an
ionospheric parameter like foF2. A major improvement may now have broken
this impasse; namely, measurements of the interplanetary magnetic field and
solar wind parameter upstream from the magnetosphere may provide a good indi-
cator and predictor of geomagnetic and other terrestrial effects. The paper
by Tsurutani and Baker suggests a practical program for ISEE data to be used
to achieve this in real time. In effect, the problem of improving predictions
of geomagnetic activity and its associated terrestrial! effects may be solved
by bypassing the traditional geomagnetic indices.
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Chapter VI discusses ionospharic predictions. It emphasizes the
scientisis viewpoint tnat improved understanding of the physical processes
that link solar and magnetospheric disturbances with the various ionospheric
effects. This viewpcint contrasts somewhat with many forecas:ors of ionosphere-
reflected radio comiinications. They have waited many years for such imorove-
ments and in the meisntime have had far more success with empirical and statis-

tical approaches. Perhaps the expected improvements in predicting magnetospheric

and geomagnetic disturbances will also finally provide the long awaited im-
provements in ionnspheric predictions and radio communications predictions.

The final chapter discusses the potential for predicting climate or
weather effects of solar activity. We do not yet know the physical mechanisms
that link solar activity with climate. We only have studies of statistical
correlations that suggesi that solar activity may cause subtle changes in the
climate. In effect, the subject of sun-weather relations has only recently
risen slightly above the threshold level of "statistical significance'.
Numerous qualitative theories have been proposed for the physical mechanisms
involved.

It may even be poscible that both sclar activity and climate are
responses to some other third source of variations, e.g. galactic gravity
waves. The tedious task of examining and testing the possible mechanisms his
begun. This field must now concentrate on basic research. It is too preruture
to issue climate predictions based on variations of solar activity. On .he
otherhand, predictions in other areas where the physical mechanisms are known
still tend to be based on empirical relations derived from correlative studies.
However, the correlation coefficienuts in sun-weather relations are usually not
very high and therefore do not lend themselves to accurate predictions.
Chapter Vil explores how the field of sun-weather research should consider
predictions.

Overall, the workshop was quite successful. due largely tu the efforts
of the working group leaders. | recommend that any subsequent workshop on
solar-terrestrial predictions concentrate on particular prediction problems
and include data and comparisons of forecasts for preselecled periods of

solar activity.
ek /
orv -

Richard F. Donnelly
ISTP/P-W Program Chairman
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I. USER® REQUIREMENTS OF SOLAR-TERRESTRIAL PREDICTIONS FOR
SPACECRAFT APPLICATIONS

A WORKING GROUP REPORT prepared bv: A. L. Vanipola, Chair.nan, R. Altroek, W.
Atwell, R. C. Backsirom, H. B. Garrett, . Hickman, R. G. Johnson, N. . Perevaslova,
. Robbins, J. Stowey, d. Sroga, E. Stassincpoulos, Ai. Teagzue, and W, W. Vaughan

1. INTRGDUCTION

Jur working group limited its scope to those areas which are influenced by solar-
terrestrial coupling effects and are internal to the earth's magrnietosphere. We did not
consider, for instance, high altitude aircraft in the poiar regions (exposed to solar
protons at times of large flares) or missions to the moon or other planets, although
they, too, are exposed to significant fluxes of energetic solar protons following proton
flares. However. factors considered within t} : limited seope do have other applications
and may sddress the above areas, although indirectly. Three subgroups were established
which considered the areas of Ener,etic Particles, Plasma, and Neutral Atmosphere.
Subsequent sections of this report deal with the requirements of users, the current
status of models and predictive techniques, and future areas for research in each of
these categories. Before we go intc the detailed discussions however, we sh2l! brietly
discuss the types of users to be considered and the types of phenomena involved.

1.1 Users

Users of predictive techniques can be classified by the immediacy of their
requirements. Operational programs, i.e., those which are currently engaged in a
mission with spacecraft (manned or unmanned) already in orbit, have the highest
requirement for accurate short and medium range predictions (24 hrs - 1 vr). }Manned
operations require real-time monitoring of solar carameters to deal with the possible
threat of solar proton flares and magnetic field parameters to predict large scale
energetic electron acceleration by major magnetic storms. In the event of a flare,
predictive techniques must be available which, with high corfidence, can detail the
evolution of particle distributions at the spacecraft for minutes to hours and perhaps
days ahead. If large space structures at synchronous altitude are serviced by men, the
predictive techniques would have to extend to the evolution of the energetic particle
populat:on in the outer magnetosphere during and following magnetic storms. Other
manned missions have similar requirements for other parameters. Another class of
missions which require recal-time monitoring and short time predictive techniques is
that which includes very low altitude satellite orbits in wiiich the stmospheric heating
response to solar events produces significant increases in drag. For virtually every
parameter under consideration, a mission can be envicioned which wou:d require real-
time or near-real-time monitoring of the parameter and accurate predictive techniques
deszribing the temporal and/or spatial evolution of that parameter.

Presently, the operations people have limited predictive capability. Indeed they
are forced to operate most often in the reaction mode and answer such questions
as: a) How iong will a proton or plasma event last? b) What is the intensity of the
event? ¢) What effects will Lhe event have on a particular system?



The second elass of users is that which encompasses those who require mmodels or
probabilistic predictions of a longer duration. Spaceeraft hardware designers are an
example. After a mission has been defined, i.c., orbit, launch date and flight duration
are known, engineers reguire the tools to design a system whieh will survive and operate
in the cnvircniaent.  An approach which uses either a worst case specification or an
average-expectedc-environment-with-safety-factor model is usually satisfactory. In this
instance, the requirenent is not really for a predictive technique but rather an
understanding of the upper :nd lower limits which a parameter may be expected to
assuma. alagnetospherie radiation belt modeling is an example of this approach.

A third category of user is the mission planner. He requires both & modeling
capability and medium to long range predictions of solar effects. His selection of orb:t
and mission duration are governed to some extent by the typical environment which
may be encountered, provided he knows sufficientlv well what that environment might
be. His selection of launch date (and perhaps mission duration) will depend upon his
ability to predict the specific environment to be encountered at the time of launch.
Aianred missions, for instance, might not be launched at a time when a ea-rotating solar
proton source region was active on the sun if the mission used either u terresirial polar
orbdit or one going beyond the magnetosphere.

~ 1.2 Phenoinena

llere we can discuss only those phenoimena which we now believe to have
deleteriocus effects upon spacecraft, their missions, and their occupants. From time to
tizne new areas of concern are identified, either because the type of missior or orbit is
new o a new technology is used which is susceptible to disturbance by a parameter
whicii was previously thought to be either inconsequential or benign. The latest
example is the 'soft failure' of logic elements in microminiaturized electronies. This
will be discussed below.

1.2.1 Dose.

By 'dosc' we refer to alli phenomena in which it iv tie cumulative effect of
ionization within an element (human cell, semiconductor junction) which causes
damage. A related effect is the accumulation of free cherge within insulators (i.e.,
cable dielectrics) and subsequent arcing which produces transients within the spaceeraft
electronics. The period of accumulation may be very long, as in communications
satellites which have a planned life expectancy of seven to ten years, or very short, as
in the case of an astronaut on an EVA (Extra- -hicular Activity) at a time when the
naturai environment might subjeet him to a s! ( dose rate of several hundred to a
thousand rems per hour. The specific case of dose considerations in manned missions is
addressed in a short contribution by Atwell (1979), Stassinopoulos (1979) and briefly by
Johnson et al. (1979) in these proccedings. We should point out that greater accuracy is
required for calculations of dose for manned missions than for unmanned, since there is
less variation in dose tolerance and the consequences are more critical in man than in
components.

1.2.2 Charging.

In the presence of a 'hot' plasma, a spacecraft can charge to significant negative
potentials due to the much greater mobility of the electrons than the ionic constituent
of the plasma. The resulting charge on the spacecraft can lead to a number of
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deleterious effects, some of thein potentially lethal to the hardware. The negative
potential may enhance the accumulation of contaminants by spacecraft surfaces
through the mechanism of outgassing, photoionization of the outgassed molecule, and
re-attraction by the potential on the spacecraft. Thermal control surfaces, especially
sceond-surface mirrors, optical devices and certain sensors are particularly vulnerablz
to this tvpe of degradation. If the spacecraft is in sunlight, photoemission of electrons
from the sunlit portions of the vehicle may neutralize the charge buiid-up due to the
plasma. The self-shadowed portions of the vehicle, unless they are electrically
conducting and coanected to a sunlit conductor, will remain at high negative potential.
The potential difference between these differentiaily charged surfaces may result in an
are which could interfere with the operation of the vehicle or even destroy a critical
comnonent. An EVA at synchronous orbit could result in some rather spectacular (and
perhaps tragic) events if this phenomenon is not ~onsidered in the design of the
spacesuit and the EVA itself. Perhaps recal-time monitoring of electron pitch-angle
distributions (see Baker et al., 1979) will be required to predict the onset of suostorms
(and their injection/acceleration of hot plasma into the region of the large space
structure being serviced) if the synchronous orbit becomes populated bv structures
serviced bv man. The charging phenomenon is not now well understood, but the
SCATHA (Spacecraft Charging at iligh Altitude) program, with the quasi-synchrcnous
spicecraft P78-2, is now investigating the problem both in the lab and in space and will
perhaps cventually provide both an understanding of the phenomenon and quantitative
models for predietive purposes.

1.2.3 Neutral Atmosphere

An important use of models of the ncutral atmosphere above 100 km has been in
the general arca of prediction of satellite orbit evolution. The upcoming demise of
Skvlab has focussed public attention on both the importance and limitation of our
ability to prediet satellite drag. The cconomic cost of inaccurate orbit decay
predictions can be substantial. Other important uses of the models can be found in such
areas as the planning of scientific missions; the interpretation, reduction, and analvsis
of experimental results; and the development of models relating the neutral upper
atmosphere to the ionosphere and magnetosphere.

The MSIS model (Medin et al,, 1977a, 197TH) and the most recent Jacehia model
(Jacchia, 1977) are both capable of representing the density and comnosition of the
thermosphere and exosphere with an accuracy approaching that of the availubie
observational data, at least for time-seales of a day or more. Of these two modcls, he
Jacchia model represents the geomagnetie variation more accuratelv, while the MSIS
model representa the diurnal variations more accuratelv in the lowsr thermosphere,
Both models ean be iiproved in these two arcas and work is in progress to nccomplish
this. The CIRA 1972 model (COSPAR, 1972) continues to be useful in providing
estimates of total atmospherie density for heights above 200 km.  lowever, this and
other older models do not correctly represent the strong dependenee  { the zeomas-
netic variations on geomagnetic latitude,

Current ncutral atmosphere mode's reflect the available measurements very well
and use the Fyg and A or K indices to indicate the amount of energy input into the
thermosphere. l? prcso:& neubral density models are to be used in making predictions,
therefore, thers must oxist a signifieant ability to prediet these indices,  Thero is only
very liniited current capability in predieting these indices and we have not seen inueh
promise for greatly improved predietion ability in the near futuee,
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It is clear that even with improved capability to predict A_ and Flo.p substantial
model improvement must depend on utilization of parameterg which ore directly
measure the thermosphcric energy sources. If models which use these improved
parameters are to be developed it is essential to ensure that future satellite missions
simultaneously measure the energy inputs and the ensuing atmospheric response.

1.2.4 Soft Fsilures

The increasing use of very high c2nsity micrologic in spucecraft systems has
introduced a new concern of solar influences. A relatively low energy ( = 2
MeV/nucleon) high-Z (Fe, for instance) cosmie ray has sufficient specific ionization rate
that the energy deposited in a microjunction can cause a change of state of the device
(a bit-flip'). In some cases, the result may be a 'latch-up' which destroys the device,
but usually the only result is a bit error in the spacecraft logic. The error may be
unnoticeable in the data or may result in loss of a spacecraft function. Typical l;fsults
for some tested devices range from no susceptibility to one bit flip per bit per 10" days
{equivalent to 4 bit-errors per hour for a megabit memory). This phenomenon is
discussed by Sivo et al. (1979) and test results are presented by Kolasinski et al. (1979).
A prediction capability for solar flares rich in high-Z nuclei should be developed tn cope
with this effect.

1.2.5 Background/Interference

These efiects are due to the same type of interaction discussed under Dose and
Charging, but are distinguished from thern in that they result in no permanent damage
to a systemn. They merely degrade data or make a spacecraft subsystem temporarily
inoperable. These subsystems usually .‘clude a sensitive detector of one sort or
another. The famous star-sensor that los. lock on Canopus every time an ecnergetic
proton mimicked the light output from the star is a good example. Arother is the X-ray
telescope that was swamped by backgrounc counts each time it went through the South
Atlantic Anonaly. Usually, sensors are cesigned to work in spite of these background
effects; however, the envircniment and vericdons in it must be accurately predicted in
order to do the neccssary design.

2. USER REQUIREMENTS OF SOLAR-TERRESTRIAL PREDICTIONS
FOR SPACECRAFT APPLICATIONS: ENERGETIC PARTICLES

Prepared by the Energetic Particles Subgroup: A. L. Vampola, Chairnan, W. Atwell, R.
C. Backstrom, R. G. Johnson, N. H. Percyaslova, D. Robbins, J. Sroga, E.
Stassinopovlos, and M. Teage

In this scetion we consider all particles which produce deleterious effeets through
eneryy deposition, In genceral, electrons helow 50 keV and protons below 100 keV are
not in this eategory. However, for certain applications, these encrzies are sufficient to
cause aireet dammage; in those instances, we include them in our discussion of predictive
techniques. ' odeling is considered one form of prediction and will be treated as such.

We shall subdivide the energetie particie diseussion iuto categories based on two
distinet parameters: Physieal loeation and particle encrgy/type. The requirements {or
predietive tecimques and the state of the art differ markedly for the inner magneto-
sphere, the outer magnetosphere, low polar orbit, interplanctary trajectories, and
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planetary encounters. Low polar r~rbit and interplanetary trajectories share a common
concern for solar proton flux preuictions. We will not address planetary encounters.
Basically, particles will be divided up into elcctrons and protons (and other ions);
energies will be low (up to 500 keV for electrons and 5 MeV for protons), medium (to 2
MeV for electrons and 50 MeV for protons) and high (everything above medium). We
will 2!so consider particle origin and transport as needed.

2.1 Magnetospheric Zone
2.1.1 Inner Zone

For our purposes we¢. shall eonsider the inner zone to be all altitudes and latitudes
below L=2. (L is Mecllwein's parameter and in a dipole field corresponds to the radial
distance from the center of the earth to the equatorial crossing of a given field line.
Units are in earth radii.) The effects which are important in this region are dose
effeets to mar and components, background effects in sensors, and transient upsets in
logic due to high-Z events as discussed in the introduction. If we initially limit our
discussion to low inclination orbits, we don't nave to consider solar and galactie cosmic
rays. Preseatly, there is no knowledge of significant fluxes of high-Z nuclei with
energies in the MeV per nucleon range in the inner zone. For polar orbits, we will have
to consider these particles.

The prediction of particle fluxes in the inner zone is in excellent shape with the
radiation models issued by the National Space Science Data Center (see the review bty
Vette et al., 197%). The modeling of energetic protons in the inner zone up to hundreds
of MeV has progressed te the point that the prediction is probably as reliable as any
given single measurement of the flux. At the lower altitudes ( < 1000 kin) the latest
models include solar-cycle effecis. The prediction of dose due to energetic protons
under thick shields is certainly better than a factor of two and is probably within the
25% range for reasonebly long duration missiors. The low energy proton population
(< 5 MeV) is subject to significant temporal vaciations but the cumulative effects from
this portion of the par.icle environment are small compared to those from the higher
energy population., To summarize the state of predictive capability in the inner zone
proton population, the models are adequate for all present missions and may be
presumed to be correct unless new reliable data are obtained to the contrary. The
weakest area of knowledge is the regime covering the energy range above a few
hundred MeV. Spectra, pitch-angle disiributions, and flux intensities could be used in
sensor design and background estimation if they became available. However, we know
of no present or future mission for which such information would provide primary design
criteria.

In the inner zone, the electron modeling situation is also excellent. Fluxes above
1 MeV are sufficiently low at all times that for most purposes they can be ignored.
Substantial fluxes of lower energy electrons are subject to significant variations only on
time periods commensurate with the solar cyele. At times of very large magnetic
storms, 1 small fraction of the energetic outer zone flux succeeds in diffusing tihrough
the slot region. Electrons with energies up to 1.5 MeV have been traced in to as far as
L=1.55. But the contribution of these particies to the total dose in inner-zone orbits is
negligible. They can constitute a significant increase in background for some sensor
systems. Prediction of such events would be useful but presently is not essential, Any
predictive technique would probably require as inputs a knowledge of the energetic
electron population in the outer zone and a detailed knowledge of the behavior of the
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earth's magnetic field during the diffusion period (since it is the magnetic behavior that
is driving the diffusion). The outer zone clectron population is itself a response to
carlier magnetic field behavior. Predictive techniques which are required to provide a
knowledge of the outer zone electron flux will be discussed later. At our present state
of knowledge of interactions between the solar wind and the magnetosphere, it is
unlikely that wc will be able to predict, in the foreseeable future, geomagnetic activity
with sufficient accuracy tc enable a prediction of energetic electron transport into the
inner zone. (The above statement is partially based on our current lack of a detailed
understanding of loss processes in the slot region.) It should be pointed out that natural
sources of electrons with energies above 1 MeV would supply orders of magnitude less
flux in the inner zone than was injected by the Starfish nuclear event. Spacecraft and
sensors were designed to be operable in the remnants of that injection during the mid-
Sixties and could again be made so.

To summarize for the inner-zone orbits: Models are currently adequate and
constitute all of the predictive techniques currently required. A better understanding
of particle transport through the slot region into the inner zone would, in special cases,
be useful, providing that the outer zone electron population were known at the same
time. This indicates a need for either a sophisticated prediction scheme f{or outer zone
electron acceleration and transport or a real-time monitoring system. The utility of
the data for inner-zone purposes does not warrant the expenditure necessary to obtain
it. (There are strong reasons for obtaining the deta for outer zone missions; hence, the
data may be available essentially 'free'.)

2.1.2 Low Altitude Polar

For polar orbits, all of the above considerations apply, since a satellite in low
polar orbit spends about 40% of its time in the inner zone, It also spends about 25% of
the time in the outer zone and 35% in polar regions. This could be considered a
'‘composite' orbit which includes aspects of the inner zone, the outer zone, and
interplanetary missions. The additional requirements for this orbit can be obtained
from the following sections which address the outer zone and interplanetary missions.

2.1.3 Outer Zone

The situation in the outer zone is much more complex than in the inner zone. The
principal reason is that it is n.uch more dynamic. The electron component has a
relatively short residence time in the magnetosphere (decay times of the order of a few
to tens of days) but the source activity has commensurate time periods. Sources may
be particles injected from the tail coupled with radial diffusion as an accelerator or in-
situ acceleration by non-adiabatic means. Energetic electrons in the inner region of the
outer magnetosphere can change by orders of magnitude in flux level over periods of
less than a day. (See Vette et al.,, 1979). The situation with regard to protons is
somewhat better. .

From the point of view of the user, the primary areas of interest are the
variability of the energetic electron fluxes and the access of sclar protons. Solar
protons do not constitute a significant portion of the dose to a spacecraft for a long
term mission except for interplanetary missions. However, for short periods, they can
constitute a sizeable portion of the dnse-rate. The predictive capability which is
needed in this area is the following: Given a solar flare on the sun, predict the fluence
and spectrum as a function of time and L within the magnetosphere. A desired goal is
the capubility to predict the flare, itself, from the features on the sun and the sun's
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immediate past behavior. Both of these predictive capabilities may still lie far in the
future. However, an immediate goal should be to obtain sufficient understanding of the
physics of the entry process to be able to perform the first stated prediction once a
measurement of the proton flux has been made in interplanetary space between the
earth and the sun. At the present time, even this capability does not exist. Our present
knowledge extends only to entry into the polar caps and entrv to the synchronous
altitude. Even that capability is uncertain.

To obtain the physiecal understanding, we need more analysis of the data that has
been obtained which can address the topic (such as the Explerer 45 data base) and we
need a properly instrumented satellite which covers the L range from 3 or 3.5 to at
least 8. Piteh angle distribution data are required in order to determine the off-
equatorial progression for solar proton flux injections.

2.2 The Requirements for Modeling and Prediction of Geomagnetic Storms

The importance of temporal variations in the trapped electron population in the
slot and outer zone regions is qualitatively well known. In assessing the qualitative
consequences of this on the modeling, forecasting, and user communities, it is
important tc be as restrictive as possible by focusing on user requirements in order to
avoid unnecessary activity in the inodeling and forecasting fields. It is now recognized
that there are regions of the radiation zones in which the time scale of temporal
variations is of the same order as the mission duration. As a result, missions which
accumulate a significant flux contribution from these regions are not well served by the
present generation of trapped electron models which contain time averaged representa-
tions of the particle population. In this role we focus on two sample missions in this
category (noting that others exist) for which the requirements on the modeling and
forecasting communities are radically different, partly on pragmatie grounds and nartly
as a result of differing user needs. The first is the normal mission analysis activity
several years before launch, which is performed to predict the radiation environment.
The second is EVA activity performed in association with man's presence at synchronous
altitude.

In the first case, missions spending significant time in the L region of 3 to 5 may
encounter an average flux over a 3-6 month period different by a factor of 4 or 5 from
the flux 'predicted' by a model developed with the current technique of time averaging
the data. The occurrence or lack of a storm event and the event size are the deciding
factors . All that is positively known at the present time is that the mission hes been
shieided for a situation that is either unduly pessimistic or optimistie. The solution is
to account for the effects of individual events. But to what extent? It is clear from
the working group sessions that it is impractical to try to predict the occurrence of a
single event in a given 3-6 month period with a lead time of years. It is questionable
whether this can even be done meaningfully (i.e. quantitatively) with a lead time of
hours (Higbie et al. 1979), hence for the long-term planners the question of prediction
may be moot. This, however, does not mean that design should occur with respeet to a
worst case situation. As a realistic objective it should he possible to achieve two
situations: 1) given rapid access to a ground based magnetic index (Dst?) to infer the
peak storm flux to within a factor of 2-3 at any given I. and the time of occurrence of
the peak flux, and 2) by inodeling the depletion phase of the storm to develop the time
history of the flux at the satellite. This may be practical without an overwhelming
modeling activity; however, does it have value to the mission planner? In some respeets
the answer may be no. The mission planner ';my require a model which can provide the



probability of occurrence of an event of given size in the mission period (not necessarily
an easy task for modelers because of the number of observations - presently 7-10) and
the event integrated f{lux resulting from the event. No per event prediction is involved
per se. In some respects the answer to the question may be yes. If the ahove nominal
radiation environment is assessed the nominal lifetime could be predictively updated in
the event that a magnetic storm occurs; i.e., one could predict the demise of the
mission. This implies a more rapid response from the modelers or the model users than
presently exists. Further the value cf this prediction to a military apnlication is
questionable unless a rapid launch capability exists.

In the second epplication, EVA activity at synchronous altitude, the role of
prediction is a little clearer. The preseEt generaticn of time-averaged models
indicates that an EVA activity with .2 gm/em” Al shielding (equivalent of the average
space suit) reaches the currently valid mission radiaticn limit for a 90-day skin dose of
105 REM (about 81 rads Al) after only 1.35 hours of cumulative exposure. At the same
time it is known that several orders of magnitude excursions of the flux occur around
the average. The implications of a positive excursion are severe. The corollary is that
the negative exzursions, which persist for periods sufficient for individual EVA activity,
have great potential. For this application ideally one needs to predict the onset and
duration of a quiet period with sufficient lead time for scheduling EVA activity.
Predicting the onset is practical and involves the definition of the depletion phase of a
previously ocecurring storm. Predietion of duration may not be feasible explicitly.
However, the working group on energetic particles has investigated the short-term
prediction of the onset cf a storm. If this is feasible, the appropriate question is the
lead time of the prediction and the relationship to the time required for the EVA
operator to reach shelter. Note that the prediction of the magnitude of the potential
event is rolatively unimportant since shelter must be sought irrespectively. However,
the magnitude of the event would relate to the prediction of the onset of a quiet perfod.
For large solar arrays several km in dimension the transit time to reach shelter may be
several hours. Prediction of onset with this much lead time seems to be diffieult, For
large structures, transporters more heavily shielded than suits may be required to
circumvent the problem,

The above applicatio.as relate to total duse. For rate dependent problems it may
be possible to provide sufficient prediction time to influence operational seheduling in a
meaningful way. As with the EVA activity, prediction of onset of a certain rate may
not be possible with sufficient lead time for scheduling. However, a sufficient
prediction of the time for the flux to return to a rate commersurate with equipment
operation could be provided.

Almost all of the applications discussed above involve not only a predictive
capability but also the ability within the modeling community to generate model fluxes
on short notice. A new generation of rsodel service is required in which models with
some per-event flux capability are on-line on a computer with close operational links to
both the mission project offices and the organizations generating the parameters to be
used for prediction,

Again, almost all of the above applications require a knowledge of not only the
flux at a given point in time but also at a given point in space. The present models are
used in a local-time-averaged ferm by most users although a local time variation is
available. The -hielding community should investigate the use of the various L
parameters including external magnetic field effects as a method of ordering particle
data in the outer zone, eliminating the need for a local time variable. An additional
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benefit would be a parameter simplification of the models in a spatial sense. It is noted
that this general point has application to geosynchronous EVA activity since, aithough
the satellite local time averages on a daily basis, the EVA activity of several hours
duration may have a significant local time bias.

2.3 Energetic Solar Flare Proton Predictions

The integrated flux during the first four days after the August 1972 solar proton
event exceeded the previous 11-year cycle integrated flux. In order to improve on the
atility to prediet the occurrence of these anomalously large (AL) events, it would be
advantageous to investigate whether their occurrence correlates to any solar parameter
or other observable solar phenomenon or event, and whether reliable precursor
conditions can be established, of the order of hours-to-days, to be used for predictive
purposes of AL events.

The calculation of event integrated annual totals of unattenuated, interplanetary
solar flare proton fluxes at 1 AU for energies greater than 10, 30, and 60 MeV, from
measurements obtained by the IMP series of satellites, demonstrated that these annual
totals do not correlate well with sunspot numbers., It may be usetul to investigate
whether the actual oceurrence of solar flare protons at 1 AU may be more reliably and
accurately correlated to some solar parameter or phenomenon other than sunspot
numbers.

Finally, peneiration of solar flare particles into the magnetosiaere needs to be
considered in view of the following facts: a) local time variations of geomagnetic
cutoff latitude are about 3-4 degrees, and b) storm effects can change these latitudes
by up to about 2-4 degrees. These two variations are additive., Rigidity and
geomagnetic shielding evaluations should take these variations into account.
Preliminary estimates indicate that very significant differences in exposure values may
rasult from this improvement,

2.4 Time Variations

For purposes of long-range mission planning (e.g. variable crew station periods,
ete.), it may be useful to know whether a sigaificant ( = factor of 3) variation in the
environment of eritical duration (critical = 30 to 60 day duration or periodicity) can be
establishcd, in order vo bring crew schedules into phase with phenomena,

This is presently not possible since these variations, which may be large, appear to
be stcchastin, However, correlation with, for instance, fast solar sti :ams may provide
a mechanisin for predictions. Decay is an impcrtant factor. Significant work is
required in this area,

3. USER REQUIREMENTS OF SOLAR-TERRESTRIAL PREDICTIONS
'OR SPACECRAFT APPLICATIONS: PLASMA

Prepared by the Plasina Subgroup: H. B. Garrett, Chairman, J. Sroga, and A. Vampola
in the last few years an increasing emphasis has been placed on interaction

between the low energy (10 eV - 100 keV) near-carth plasina environinent and space

systems. In parallel with this growth in emphasis has been a need for predictions of the
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low energy plasma. As discussed in the review by Garrett (1979) these predirtions are
necessary because of the effects of a number of interactions. The Plasma Subgroup has
attempted to summarize these interactions and identify the idealized parameters
needed to understand and predict these interactions.

3.1 Basis of Requirements

The number of known interaction mechanisms between the low-energy plasma
ernvircnment and space systems has steadily grown. Ranging from the effects of static
charge buildup on satellites to the effects of argon beams on the plasmasphere, these
interactions all have in common the necessity of knowing the distribution funetion of
the ambient environment and how it evolves in time. The plasma subgroup has reduced
the meny interactions down to two primary types of effects. The primary effects and
the specific aspects of the distribution funetion required are as follows:

1.  Spacecraft charging - the process of charge buildup on spacecraft is not
completely understood (specifically the arcing process and the plasma environment are
not predictable at all). As a result, detailed knowledge of the distribution funetions and
composition as functions of time and position should be acquired until the ecritical
parameters are identified. As discussed in Garrett(1979) and Garrett et al. (1979),
however, the charging models at present require only the electron and ion currents and
electron temperature. These quantities can be estimated either by statistical tables or
by A . The detailed models of the environment will be required if any improvements
are t® be realized over these present models. It should be emphasized that in addition
to the need to model the large scale plasma distributions within the magnetosphere, it
is also essential to understand and to model the smaller scaie characteristies of the hot
plasmas (Johnson et al., 1977). For example, the charge distribution on a spacecraft
could be greatly influenced by the highly anisotropic field-aligned electron and inn
fluxes frequently observed as a plasma feature at geosynchronous altitude (Mellwain,
1975) and at lower altitudes over a wide range of L:shells and local times (Johnson et
al,, 1977). Alse, the ionospheric components (O° and H') which are sometimes
dominant in the hot plasmas can be highly structured spatially and/or teinporarily (Geiss
et al., 1979).

2.  Contaminants - calculation of the deposition of innized contaminants on
spacecraft requires knowledge of the ambient particle distribution to determine not
only the charging on satellite surfaces to which contaminants are attracted, but also
the rate of ionization (Cauffman, 1973). The reluted problem of contaminant eloud
propagation in the plasmasphere and magnetosphere (Chiu et al., 1979) requires detailed
knowledge of the ambient population and, in order to estimate the evolution of the
contaminants, the electric and magnetic fields - parameters dependent on geomagnetic
activity.

The user groups can likewise be divided into two basic groups. The first group
consists of the designers who are primarily interested in the specification of the space
environment. Not only are they interested in specifying the geophysical environment
before building a system in orde: to protect it from the above effects, but, as is often
the case, also the specification ¢f the environment for the purpose of investigating
anomalies resulting from them. The second group is composed of forecasters - those
who must predict when the anomalies may occur. This latter group is interested in two
time periods. First, there is long-term prediction of 3 years or more for mission
planning, and seeond, there are short-term (24 hour to * year) predictions. This last
group is of most concern to this conference. Specific questions to be answered
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are: a) How longz will the plasma event last? b) What are the characteristics
(composition, energy, and angular disiributions, etc.) of the event? c¢) What effeects
will the event have on a particular system?

3.2 Requirements

From the preceding descriptions of interaation phenomena and of the user groups
and required time scales, we believe it is evident the plasma distribution funection and
its evolution in time (or equivalently the electric and magnetic fields) are required in
great detail - detail that is clearly not attainable now or in the near future., Thus
simplification must pe introduced. These are primarily real-time (either in-situ or from
solar wind parameters) estimates of the environment and/or detailed statistical models
of the plasma distribution funection in terms of predictable parameters such as A . It is
to this end this subgroup recommends current efforts be directed. Our sfite of
Knowledge in these areas is evaluated in the other working group reports.

4. USER REQUIREMENTS OF SOLAR-TERRESTRIAL PREDICTIONS FOR
SPACECRAFT APPLICATIONS: NEUTRAL ATMOSPHERE

Prepered by Neuiral Atmosphere Subgroup: W. A. Vaughan, Chairman, R. Altrock, D.
Hickman, D. Robbins, and J. Slowey

Orbital altitude total density and constituent number density variations are a
direet function of tho short- and long-term fluctuations in solar activity. These
variations are due to the heating of the Earth's upper a‘mosphere by solar radiation and
energetic particles. The importance of these variations is found in the requirement for
orbital performance capabilities which will insure design lifetime, definition of orbital
dvnamies for nonspherical spacecraft, assessment of lifetime potential for spacecraft in
orbit, and scientific experiments. Estimates of short- and long-term solar activity
levels are critical inputs to these caleculations.

4,1 Basis of Requirement

While there is a variety of users for neutral atmosphere models, we believe that
their needs are reflected by the requirements of those using the models for orbital
lifetime calculations., Therefore, this paper focuses on orbital lifetime prediction
reqiuirements,

A semi-analytical method is used in most spacecraft orbital lifetime predictior
models to estimate the decay history and the lifetime of a near-Earth orbiting
spacecraft perturbed by atmospheric drag. For most near-Earth orbits with small
eccentricity, the perturbations due to other forces (i.e., solar-lunar gravity perturba-
tions, solar radiaticn pressure, and electromagnetic effects) are overshadowed by the
effects caused by uncertainties in the calculetion of atmospheric drag. For this reason,
efforts to incorporate additional perturbing forces are often unwarranted. The
approach used to estimate the orbital decay usually adopts a conbination of general and
special perturbation techniques so that the analysis preserves sufficient rigor to insure
accuracy and adequate numerical emphasis to include a rather sophisticated
atmospheric dersity model in an efficient simulation, Basically, the procedure is to
extend a system of ordinary differential equations for a set of well-defined mean
orbital elements which describe the complete motion of a spacecraft about an oblate



Carth to include numerically the drag effect due to a rotating atmosphere. The
program is designed to estimate, with reasonable accuracy, the orbital decay history
and the orbital lifetimes efficiently and quickly. Figure 1 illustrates the prineipal
inputs and components of a spacecraft orbital lifetimc and decay prediction procedure.

SPACECRAFT
ORBITAL S1ATE
VECTOR

PREDICTED
ATMOSPHERIC PREDICTED ORBITAL SPACECRAFT
MUDEL ATMOSPHERIC LIFE TIME = onBITAL
ODENSITY MODEL LIFETIME AND
DECAY
—

SPACECRAFT
CHARACTERISTICS

Fig. 1. Solar Predictions and Spacecraft Orbital Lifetime

A major diffictlty in predicting orbital lifetimes arises because the future
characteristics of the atmospheric density are not deterministically known. This makes
it necessary to specify orbital lifetimes in a probabilistic manner. Comparisons of
predicted spacecraft decay versus actual observed decay reveal deviations which can be
attributed to an inadequate deterministic atmospheric model, noisy tracking data, or
deviations i{n the stochastic variables associated with the iifetime prediction problem
(i.e., ballistic coefficient, solar flux, and geomagnetic activity). The ballistic
coefficient is a function of the spacecraft mass, drag coefficient, and effective cross
section area. It is observed to vary with the spacecraft orientation and flight region.
In addition, predictions of the solar flux and geomagnetic activity values, over either
short or long periods of time, are available only in terms of statistical predictions with
significant uncertainties.

Straus and Hickman (1979) describe the characteristics of several widely used
atmospherie density models and have reviewed studies in which the predictions of these
models have been compared with observational data. They also assess the relative
advantages and limitations of the models in cucvert use. They conclude that modeis
produced prior to 1970 were developed from data bases with significant limitations.
The overall accuraey of ihe recent models is summarized as being, on the avereg2, as
good as the measurement: of atmospheric density and composition. This is evidenced
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by the fact that some measurements have a mean deviation slightly higher while other
measurements have a mean deviation slightly lower than the model calculations., We
interpret this situation as being due to systematic instrumental inaccuracies. However,
instantaneous measurements show a scatter of about a factor of two compared with the
model calculations of atmospheric parameters.

The upper atmospherie density is strongly influenced by the changing levels of
solar activity. This, in turn, directly affects the spacecraft drag and orbital lifetime.
It is the ultraviolet solar radiation that heats and causes structural changes in tl.:
Earth's upper atmosphere. One component of this radiation relates to the active
regions on the solar disk and varies from day to day, whereas the other eomponent
relates to the solar disk itself and varies more slowly with the 11-year solar cycle.
Another infiuence on atmospheric density is due to energetic particles emitted by the
sun as evidenced in the solar wind number density and velocity. These energetic
particles are ultimately responsible for heating the Earth's upper atmosphcre. The
atmosphere reacts differently to each of these parameters und components (NASA,
1973 and Jacchia, 1977).

The 10.7 em solar flux is generally used as a readily available index of solar
ultraviolet radiation. It also consists of a disk component and an active region
component. When the 10.7 em flux increases, there is 21 increase in the upper
atmosphere density. For a given increase in the disk component of the 10.7 em flux,
however, the density increases much more than for the same increase in the active
region component. For all practical purposes the active region component is linearly
related to the daily 10.7 em flux and the disk component to the 10.7 em flux averaged
over a few solar rotations (e.g., six is used by Jaechia (1977)). The planctary
geomnagnetic index is generally used as a measure of the energetic particle heating.
When the geomagnetic indev varies we observe a density variation with a time lag of
about 3 to 8 hours depending upon latitude.

An error, for example, of + 30 percent in the prediction of the maximum in the
mean 10.7 ecm flux during the ascending slope of the solar cycle, for a spaceeraft at
approximately 400 km altitude and having a ncminal predicted lifetime of approximate-
ly 2G months, produces a decrease in the lifetime of approximately 30 percent. While
this linear error relationship does not hold for all combinations of variations in solar
activity, orbital altituces, and ballistic factor., the example does illustrete the
importance in the development of either a deterministic long-term solar activity
prediction proceaure or a statistical procedure with much closer confidence (error)
bounds than now exists.

4.2 Requirements For Solar Activity Predictions

There exists a critical need for more acecurate predictions of short- and long-term
solar activity to use in atmospheric density models, This will be required not only for
the monitoring and accurate estimation of the orbital lifetime and decay for the large
numbers of spacecraft and "junk" now in orbit but for the more economical and
efficient estimation of future spacecraft missions, especially in the near-Earth orbita}
environment. The expected future state of the upper atmosphere plays an important
part in the decisions associated with spacecraft missions. The critical dependence on
solar activity oredietions can easily be seen by lonking at the flow chart shown in
Figure 1.

That a neutral atmosphere model must be accurate 1s obvious., Less obvious is
13



how the accuracy is to be characterized for a particular use. A perfect description of
the atmosphere is the ideal, but some kinds of inaccuracies are unimportant for specific
applications. A spacecraft designer who is requirec to provide an orbital sltitude
capability for a two year lifetime may be quite satisfied with a model output having the
correct mean value when averaged over a month's time span even if the errors averaged
over a singie orbit are quite large. On the other hand, a tracking station operator or
mission monitor concerned with spacecraft decay within a few days or weeks may
attach no importance at zil to the long-term mean behavior of the atmosphere if the
model cutput can accurately predict the short-term variations.

Current neutral atmosphere models employ 10.7 em flux and geomagnetic index
(A_ or k) as heating indicators for model inputs. The solar-terrestrial prediction
re&uirem?nts to meet most user needs are given in Table 1.

Table 1. Solar-Terrestrial prediction requirements.

ApproximatePrediction Critical Frequency
Period Parameter Accuracy Resolution of Update

Very Short-Term (< 1 mo) Flo.7 5% 6 solar rotations Weekly

F10.7 5% Day Daily

Ap 5% Day Daily
Short-Term (1-2 mo) Fio7 5% 6 solar rotations Monthly

F10'7 5% Day Weekly

Ap 5% Weck Weekly
Long-Term ( > 3 mo) F10'7 10% 6 solar rctations Quarterly

F10.7 10% Week Monthly

Ap 10% Quarter Quarterly
Long-term ( 2 1 yr) Flour 10% 6 solar rotations Yearly

. Ap 10% Year Yeurly
Very Long Term (1-2 cycles) Flo.7 10% 6 solar rotations  Start &
. Peak of Cyele
Ap 10% Year Start &

Peak of Cyelc

*
Maximum and Minimum Values of Parametcr Plus Dates of Maximum and Minimum
Ccceurrence

Why is it that neutral atinosphere madcls do not do a bettar job of predieting orbital
altitude density and number density of the consiituents? A very major part of the
answer lies in the inaccurate predictions of short- and long-term solar activity and
gcomagnretic index values used as inputs in the models. Part of the answer also lies
in the selection of para neters to characterize conditions of the ~rbital neutral atmo-
sphere. For example, the amount of EUV heating is represented by the 10.7 e solar
flux. The 10.7 em flux cannot signifieantly heat the atmosphere. However, it has
been established that there is a reusonable eorrclation between the EUV flux and the
10.7 em fiux, This correlution is only approximate and is not adequate for models
yielding high accuraey, However, the 10.7 em flux is measured regularly and henee is
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readily available. A similar situstion exists with respect to the energetic particie
hieating whieh is often measured by the geomagnetic index. This heating is related to
disturbances in the earth's magnetic field, but the relationship .lso may not be¢ adequate
for high accuracy modeis.

The future development of neutral thermospheric models capatle of providing
more accurate predictions depends critically on replacing such indices as the 10.7 ecm
flux and A_ with new parameters basea more closely on the physical quantities which
affert the “upper atmosphere. Such rew parameters must directly characterize the
UV/cuV flux whieh is the primary source of energy inte the thermosphere and must
indicate the thermosphzric heat input into high latitude regions caused by particle
precipitation. The means to develop these new parameters is available, but careful
nlanning of future missions is required if acquisition of adequate information is to be
ensured.

o o
The exoatmospheric solar UV/EUV firx in the range from 3C0A to 2000A should be
monitored to decermine directly the major thermospheric heating. The precipitating
particle flux (in an energy range from a few hundred eV to several keV) can be
measured from low altitude polar orbiting satellites as is Leing done on TiRCS-N and
DMSP. This wili allow a quantitative relationship to b2 establisned relating atmo-
spheric response to high latitude heat sources. Finally, in order to understand the
precipitation mechanisms, solar waind density and veiot.ty should be monitored by
sensors sunward of the magnetosphere. The respcnse of the atmosphere should be
monitored by density- and composition-measuring instrurients having gooa resolution in
both time and space. It should be emphasized that if unambiguous interpretation is to
be made of the results of these measurements, all parameters should be measured
simultaneously.

The measurements whi.: must be made in order to ensure significant imrrove-
ment in neutral density and composition models for better prediction of satellite orbit
evolution are summarized in Table 2 and it is strongly recommended by this Neutral
Atmosphere Subgroup that future mission plans be made to ensure simultaneously
obtaining all of these significant parameters.

Teble 2. Measurements required for development of significantly improved neutral
density models

Paraineter to Parameter Location of
be measured Range Measureiment Purpose
o] o]
Solar UV/EUF 300A-2000A Above =200 km Meesure primary source of
F lux energy into the atmosphere
Precipitating Few hundred eV Low earth orbit Measure high latitude heat
particle flux to few keV (Polar) source during magnetic storms
Solar wind —- Sunward cf Understand precipitation
density, velocity magnetosphere imechanisms
Atmospheric density = —- 2130-800 km Determine atmospheric
composition response to eriergy i ,uats

Note: For unambiguous understanding of observed phenomena, al! quantities should be
measured simultaneously.
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4.3 Concluding Remarks

The prediction requirements given in Table 1 for solar 10.7 em flux and planetary
geomagnetic index parameters are bhased on first hand knowledge and experiences of the
neutral atmosphere subgroup members as users, consultants to users, atmospheric model
developers, scientists, experimenters, and predictors of solar activity to meet their own
user needs. For a service or research organization concerned with or interested in
trying to meet these requirem.ents # logical question to ask concerns how serious are
the users. Will the requirements simply fade away when a specific user is challenged?
Will the requirements be radically relaxed or disappear when one of these organizations
says to a specific user - give us the funds and we'll embark on a program to meet these
requirements? The answer is probably ves tc one or both questions but the degree
depends upon how critical the requirement is to the particular project for which the
user needs the predictions, the risks he's willing to take, the projeect's schedule, trade-
offs on these requirements versus other project requirements, his confidence the
proposal will produce results he can apply for the benefit c¢f his project, and the costs.

Therefore, these requirements are not rigorous for all users but depend upon many
factors unique to each user and his immediate project needs. For example, major
decisions are made on spacecraft orbital altitudes which depend on the current
inaccurate solar activity predictions. In some cases this results in less than desirable
orbital altitudes relative to the scientiiiz experimenter's requirements, higher mission
success risks, provisions for much longer lifetimes than needed due to the large error
bounds on the orbital altitudes estimatcs ©w the mission, and added costs for spacecraf't
instrumentaticn, operational capabilities and decav inonitoring to say nothing of the
embarrassment which results when an expected small risk spacecraft lifetime nission
design is significantly different than expected prior to launch of the spacecraft. Thus
these requirements should be taken &s serious csndidates for technology and scientific
research program sponsorship by responsible secvice and research organizations.

5. USER REQUIREMENTS OF SOLAR-TERRESTRIAIL PREDICTIONS FOR
SPACECRAFT APPLICATIONS: RECOMMENDATIONS

The following constitutes a summary of the recommendations contained in the
previous sectivns, It is separated by particle type to conform with the previcus
discussions. A warning: For an operational program, the cost of obtaining and/or
using predictive techniques must be less than the cost of going to another hardware or
mission design which avoids the hazard.

5.1 Energetic Particles

1. A requirement exists for a predictive technique which relates some solar or
geophysical parameter (such as solar wind speed or Ds ) to acceleration of electrons to
high energies in the outer magnetosphere. The Fequired vutput is: a) Spatial
Distribution, b) Energy Spectra, and ¢) Flux Intensities.

2. Given an input distributi~n (spatial, energy spectrum, flux intensity) of encrgatic

c.cetrons in the outer magnetosphere, a model is needed which will detail the
evolution of the distribution.
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3. Manned applications require a short term prediction of magnetic storms and
substorms. Particle acceleration and plasina injection are both major concerrs.

4. A 'Disturbance Model' for prediction of flux enhancements due to solar or
inagnetospheric activity is required. It should have two forms: a typical storm, and a
macro storm. A

5. A require.nent for synoptic measurements of solar wind parameters to predict
intermediate terin (30-60 days) averages of fluxes at synchronous altitudes exists.

6. A model which calculates the hardening of eleectron energy spectra in response to
rapid diffusion caused by field-line loading is desired.

7. Current methods take several days to calculate the cnvironment and dose for a
new orbit. This must be shortened.

8. The long lead time (typically several years minimum) to get new data into a data
base for modeling purposes must be shoriened.

5.2 Solar Flare Protons
1. A predictive technique must be developed which will warn of aiomalously large
events (e.g., August 1972) hours or days in advance. ‘'dentification of precursors is the
most probable method.
2. An accurate prediction of solar proton events based on solar parameters should be
developed. It should give order-of-magnitude or better definition of the intensities
and energy spectra. Timing is of concern.

3. Given an event on the sun, predict the evolation of an event from solar or
interplanetary parameters.

4. Models of solar proton entry into the magnetosphere which includa local-time and
magnetic storm effeets in rigidity calculations should be developed.

5. Deterniine the solar parameters which correlate weil with the annuai integrated
fluences of unattenuated interplanetary protons with energies abov2 10, 30, and 60
MeV, since ssanspot numbers do not.

5.3 Plasina

1. A statistical model of the ambient low-energy plasma is required, (i.e.,
percentages of time certain conditions will be encountered).

2. A three-dimensional model of magnetospheric plasma distribution is needed.
3. Verification of plasma drift theories and understanding of the processes w.iich
energize ionospheric ions and inject them into the magnetosphere is required in order

to detail the evolution of the hot plasma distribution.

4. Expanded real-time measurements (ir. longitude and altitude) are desired for
predictions for operational programs.
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5. A better understending of substorms and their plasma effects is required in order
to ultimately produce predictive techniques. -

6. Measurements of interplanetary particles and fields are desired to assist research
into predictive techniques.

5.4 Neutral Atmosphere

1. Continuing synoptic observations of the Ottawa 10.7 em flux index and the A
geo magnetic index are required. (Details of the frequency and accuracy of updatinE
are given in Tabl> 1.

2. in order to develop better predictive models of the atmosphere, the following
parameters should be measured simultaneously: a) Solar UV/EUV above 200 km; b)
Precipitating ovarticle flux; ¢) Solar wind density and velocity sunward of the
magnetosphere; d) Atmospheric density anc composition between 130 and 800 km.

6. MINORITY REPORT
A. L. Vampola

The following recommendation was considered by the working group but was not
formally accepted. It is included here because of the enthusiasm with which it was
received by some participants in some of the other groups and because an essentiaily
identical recommendation was offered for the group's consideration oy a modeler.

Recommendation: That a centralized crtalog of 'State of the Art' models and
predictive techniques in solar--terrestrial phenomena be established and maintained by
one of the prediction or data archival service agencies (cuch g3 SESC, WDC-A, or
AFGWCQC).

The rationale behind this recommendation is that the 'Corporate Memecry' in
spacecraft engineering seems to reside ir .id proposals and contract specifications.
The norn.al evolution of an engineering career is to become pert of management after
a number of years of design enginecring. Technologies become obsolete and so do
models and predictive techniques. A new engineer is usually forced to rely on
documents inherited from the previous occupant of his 'slot' who has moved on and s
no longer keeping track of the minutiae of his previous position. As a result, it is not
uncommon to see models or predictive techniques written into contracts ten or more
years after they have been supplanted.

By having a central catalog for these techniques/models, the latest version would
be readily identified by potential users. It would be incumbent upoa the modelers,
themselves, to ensure that the latest versions of their works were listed in the catalog.
Distribution of computer programs or large data bases required by some models would
continue as at present: through direct contact between the user and the modeler. In
the casc of substantial changes in modeling or predictive techniques, some interna-
tional group (similar to the present workshop or established single interest scientific
bodies) could make the decision to abandon one model or technique and supplant it
with another in the ecatalog.
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MODELING THE EARTH'S RADIATION BELTS

(A Review of Quantitative Data Based Electron and Proton Models)

J. I. Vette, M. J. Teague, D. M. Sawyer, and K. W. Chan
National Space Science Data Center
NASA/Goddard Space Flight Center
Greznbelt, Maryland 20771

The evolution of quantitative models of the trapped radiation belts
ic traced to show how the knowledge of the various features has
developed, or been clarified, by performing the required analysis
and synthesis. The Starfish electron injection introduced problems
in the time behavior of the inner zone, but this residue decayed
away, and a good model of this depletion now exists. The outer
zone electrons were handled statistically by a log normal distribu-
tion such that above 5 Earth radii there are no long term changes
over the solar cycle. The transition region between the two zones
presents the most difficulty, therefore the behavior of individual
substorms as well as long term changes must be studied. The latest
corrections to the electron environment based on new data are out-
lined. The proton models have evolved to the point where the solar
cycle effect at low altitudes is included. Trends for new models
are discussed; the feasibility of predicting substorm injections
and solar wind high-cpeed streams make the modeling of individual
events a topicél activity.

1, INTRODUCTION

The purpose of this paper is to review the current status of the quantita-
tive models of the energetic particles in the Earth's radiation belts and to
discuss the trends expected in future modeling efforts. From the first obser-
vations of the magnetosphere beginning with Explorer !, flux maps of the
trapped electrons or protons were made from the results of individual satel-
lite experiments and the closure of the contours was estimated to obtain an
overall picture. To differentiate between models and this type of analysis,
or presentation, we consider a model to consist of the following: (1) a syn-
thesis of the results from experiments on a number of satellites; (2) a state-
ment or algorithm on the time behavior, so that the product can have other
than historical use; and (3) a quantitative description of the flux and spec-
tral distribution that can readily be used by others.
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The first such models were constructed by Wilmot Hess following the Star-
fish detonation in July 1962, when a number of satellites were affected by the
extremely large flux levels of energetic electrons. These models were docu-
merted through letters to a group of users, Following this series, an effort
was begun by James I. Vette, with NASA and USAF support, beginning in early
1964 at the Aerospace Corporation and carried out since 1967 at ihe National
Space Science Data Center (NSSDC) with the help of a number of colleagues., In
this paper the important features that have gone into the models will be pre-~
sented, This will show the evolution of this work and provide the framework
to discuss other characteristics that may be possible to incorporate in future
efforts. All of the models completed by our group were extensively documen-
ted, so a detailed presentation of them here is not warranted.

Flux mapping based on individual results continue to be presented by some
investigator®, and such efforts provide a useful input for the production and
improvement of ‘the NSSDC models. However, the range of vaiidity of such maps
should be clearly understood by users; the failure to do s+ has caused confu-
sion in some cases. Becausz all the data that were presented in these indivi-
dual maps either were or will be incorporated into our models, none of them
will be discussed here explicitly.

2, THE EVOLUTION OF ELECTRON MODELS

The first electron model, AEl, was derived from 10 experiments on 9 dif-
ferent satellites covering the period October 1962 through November 1963
(Vette, 1966). The designation of these models included the letter A for
Aerospace to distinguish them from the El, 2, ..., 8, and P grids of Hess,

The model covered the regions up to L = 3, where L is the McIlwain parameter,
and energies between 0.3 and 5 MeV with extrapolation to 7 MeV. Using avail-
able energy cclibrations for the various detectors, the data were handled, for
the first time, in a consistent manner to obtzin the fluxes from the observed
counting rates by using the model spectrum., This was accomplished in an iter-
ative fashion because a spectrum had to be choscn to begin the process. Be=-
cause of a number of factors, the small dependence of the spectral parameters
on the magnetic field intensity, B, was not able tu be represented. The decay
of the Starfish residue was the dominant effect, and decay times were assumed
to be energy independent., Although this allowed the determination of flux
values for future time periods, the level of the natural inner zone electrons
could not be provided at that time., Hess had used a similar procedure with
his last electron model, ¥8, A two-dimensional grid in B and L, for the spa-
tial distribution, and a similar one in E, the energy, and L. for the spectrum
were provided on punched cards. In addition, as has been the practice with
the documentation of our models, extensive graphical and tabular displays of
the fluxes were given.

In the production of AE2, data from 15 instruments on 9 satellites that
spanned the period October 1962 through October 1964 were utilized (Vette et
al., 1966), The energy range was extended downward to 40 keV and the L range
extended outward to 6 to include the peak of the outer zone. An exponantial
spectrum above 2.5 MeV was assumed with no B dependence. To handle the large
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dynamic time variationc that were observed above L = 2, a crude average of the
logarithm of the flux was used as the model value, Decay of the inner zone
was handled in the same manner as in AEl; the same card decr format was also
employed to distribute this model. In addition, a crude model was projected
for 1968 estimating Starfish decay from August 1964, the epoch of AEZ, and
outer zone solar cycle behavior. (This latter effect was grossly overesti-
mated at the time.)

Because of the extreme interest in the geostationary orbits, the next ef-
fort was a model, AE3, for the single L value, 6.6, It is interesting to note
that this was completed prior to the launch of ATS 1, the first synchronous
satellite to carry radiation detectors for electrons and protons. Several
significant improvements were incorporated into the analysis at this time., It
wzs necessary to emplov a third spatial coordinate because the distorted mag-
netic field caused by boundary, tail, and ring currents could not be represen-
ted by the conventional B-L system computed from the internal geomagnetic
field, Local time, ¢, was chosen along with the conventionmal B and L param-
eters as a geometric coordinate system that would blend into the physically
meaningful B-L system below L = 4, The data from 12 instruments on 6 ellip-
tically orbiting satellites covering the time period August 1959 through Octo-
ber 1965 were used to produce AE3 (Vette and Iucero, 1967). Besides deter-
mining the ¢ variation of the flux above L = 5, a detailed treatment c¢f the
tin 2 behavior was accomplished., It was chown that a reasonable approximation
to the first two moments of the time distribution observed over 6 moaths or
more was a log normal distribution, and essumed that each data noint was un-
correlated, which is certainly not true, but it did offer a practical way to
determine the fraction of the time that tne flux exceeded a certain level. A
quantitative determination of the average flux levels over each data set was
obtained. Although the differences between data sets were typically a factor
of 3, it was possible to make a statement that there did not seem to be any
long term changes in these flux averages, particularly any caused by solar cy-
cle effects. This was borne out, as will be discussed later. The model was
given in analytical form as the product of four functions: (1) an exponential
in E, (2) a power law in E with a small exponent dependent on ¢, (3) a power
law in P, and (4) a tabular functiou of ¢. Tables of thie fluxes as functions
of the four variables were provided. The standard deviation of the log normal
distribution was given by

o =0.62 E°’ (1)

Statistical tables were computed giving the fraction of the time that che flux
would exceel a given level for energies from 0.01 to 6 MeV. These were com-
puted only at the equator with a local time-averaged model.

Following this effort, a study of the entire outer zone wis done by ap-
plying the techniques developed for AE3, Twenty~three data sets from 1l sat-
ellites covering the period from August 1959 through February 1968 were ana-
lyzed to construct AL-4 (Singley and Vette, 1972a). Four important data sets
incorporatnd into this model werc those of Paulikas and Blake (1971) on ATS 1,
which provided the most definitive picture on the local time variation of
outer zone fluxes, and extended the energy range at these altitudes to 2 MeV.
Unfortunately, low altitude data were not readily available for the type of
processing required., The form of the model was similar to AE3 with an L
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derendence added, and the ¢ dependence was simplified using ATS 1 results to

log J « C(E,L) cos (

with ¢ in hours and C(E, L
variation was given by

< 5) 0.

-m{L)

(B/By)

employing the flux pair theorem of Roberts (1965).

¢ =11

) (2)
To provide a low-altitud: cutoff, the B
mil) + V2
B, - B
5. = B, (3)

B, is the magnetic field

at the equator, and B, is the cutoff value determined such that the maximum

altitude reached by B¢ was 100 km,

ter program that included AE-5,

lar minimum and a solar maximum version were produced.

were also provided (Singley and Vette,
The most important results
cle effects occur only below L = 5 all
1.8.
struments of Winckler on OGO 1 and OGO
were processed to obtain the results.
still present at the higher energies.
It is apparent that there is very lit-
tle change above L = 5, but the ab-
sence of a solar cycle effect at the
geostationary altitudes is most effec~
tively demonstrated by the recent work
of Paulikas and Blake (1978), who in-
tercompared their instruments on ATS 6
with those of McIlwain on ATS 5 and
presented the time history, with some
gaps, from the launch of ATS 1 in
December 1966 through July 1977.
excmple of this work is shown in
Figure 2, The values obtained with
AE-4 are at the appropriate B, L
point in order to correspond with
the longitude of the satellite, The
model is high at 0.7-MeV energy and
low at 3.9 MeV. For the two lowest
energies the long term averages are
seen to be relatively constant., The
seemingly stochastic behavior of the
highest energy was shown by
Paulikas and Blake (1978) to bear
some correlation with the occur-
rences of high~speed solar wind
streams. These streams also affect
the lower energy fluxes, but with
a faster decay time the long term
averages come out about the same.

An

tie inneir zone companion to AE-4,

The model covered the L range from 2,8 to
11, and the energy range 0.04 to 5 MeV.

The model was distributed as a compu~
Both a so-
Statistical tables
1972b).

from this modeling effort were the demonstra-
tion that the ¢ variation was unimportant velow L =

5, and that the solar cy-
the way into the inner zone around L =

This is illustrated best in Figure 1, where data from the identical in-

3, wiiich were intercompared in orbit,
The effect of the Starfish fluxes was

10°; 11— T
t SOLAR CYCLE EFFECTS
b > 36 keV
- , => 292 keV {oco 1 9/64 - 12/65
. | *>1970 keV
10° 0> 36 keV
; . o ©> 292 keV Ioso 3 6/66 3/67
: omnomnge. O > 1970 keV
-

< >36 keV

‘\\ >292 keV
a

EQUATORIAL OMNICIRECTIONAL FLUX (electrons /cm? secj
PO T Lol

SO >1970 kev

. S S N (U S A
i 2 3 4 5 6 7 8

L {earth radn)

Figure 1. Solar cycle effects using
results from the 0G0 1/0GO 3 electron
spectrometers, The data were time
averaged over the periods shown and
converted to integral spectrum and to
omnidirectional equatorial flux.
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The AE-5 model was completed
concurrently with AE~4 and covered
the L range 1.2 to 2.8 (Teague and
Vette, 1972)., The data ahalyzed
for this model came from six instru-
ments on five satellites that cov-
ered the period September 1964
through December 1967, The model
adopted in this region assumed that
the total electron flux consisted of
four components: (1) a quiet—time
background flux at solar minimum,
(2) a quiet time flux that varied
with the solar cycle, (3) an impul-
sive flux from a magnetic substorm
that resulted in enhanced flux
levels, and (4) the residue from
the Starfish injection,

The fact that Starfish elec-
trons at all energies had decayed
above L = 2 by September 1964, and
lower energies to L = 1,4 by
December 1966, allowed the deter-
mination of (1) and (2) above,

The Starfish decay model of
Stassinopoulos and Verzariu (1971),
along with further analysis of the
data, permitted the determination
of (4), By examining the large im-
pulsive increases between June 1966
and December 1967, the time-aver-
aged flux values in the L region
from 1.8 to 2,8 were obtained, No
substorm increases were seen below
L = 1.8 in this time period. The

nL ATS 5  AF 4 (>.7 MeV)  ATES '

I
t 3
SMOOTHED OBSERVED
SUNSPOT NO.

s ')

we

5
3
3 wk
f
s [
S
2w
EEG
)
il |
" v‘ AE 4 (>3.9 Mev) E
"L e e
YEAR

Figure 2, Twenty=-seven day running

flux averages from ATS 5 and ATS 6 com-
pared with sunspot number. The short
solid bars are the average values over
the portion of the calendar year., The
horizontal lines extending across the
graph are the fluxes obtained from the
AE-4 model,

significant advances in the modeling efforts as a result of the analysis for

AE-5 were:

the B dependence of the energy spectrum was taken into account

with a functional form, E exp[E/E,(B,L,T)], where T represented the time since
the Starfish injection; thie solar cycle variation between L = 1.4 and 2.4 from
a T of 6 to 37 months was ascertained or energies below 300 keV; and the
ratio of the magnetic substorm impulsively~injected flux to the quiet time
flux at epoch October 1967 was obtained (the peak of the sunspot number for
the 20th cycle was nearly reached by this time).,

The separation of the Starfish and solar cycle components is shown at two
L values in Figure 3, and the average substorm effects are given in Figure &4

as a function of E and L.

Using the concepts developed for AE-5, Teague and Stassinopoulos (1.972)

were able to improve the Starfish decay w~ndel of Stassinopoulos and Verazariu
(1971) and to determine the times that the Starfish residue disappeared below

25

. -



the natural background by using the
data from eight satellites. The de-
Model
Epoch } cay contours for thic model are
shown in Figure 5. The B dependence

690 > £/(keV) 2 292

2 =
§ :i}/’_,v_J in the decsy time, T, was obtained
8 /;;4’C;5 for . < l.4. The cutoff time con-
3 ;?f?/ tours for the disappearance of Star-
H T et ey obonen fish decaying electrons are given in
& o | Figure 6, which shows that by mid-
i Lots 1970 all of these electrons had be-
g g ™~ come nearly imperceptable.
=3
£ L e h i Date L= 19 L=19 \ .
s Trtor tlux Cata L=10 By making some corrections to
AE-5 based on a further analysis of

1 i
204 12/65 12 66 12/67
(1%5) 27 {39)

Time (month/year)

Average flux
June 1966-Dec 1967

5 =
Quiet Day Fiux Oct 1967

T
3

R

nououonwon
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Figure 3, Separation of Starfish

decaying and solar cycle~varying

electron flux components. The num-~ 100
bers in parentheses on the abscissa

scale are the months from September

1964 (the assumed solar minimum for

this work).
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data, incorporating the solar cycle
model, and using the Starfish decay »
model shown in Figures 5 and 6,

Teague and Vette (1974) produced an
inner zone electron model for solar
minimum conditions without any Star-
fish electrons. This model was de-
noted AE-5 1975 projected. Using

the same techniques, AE 6 was pro-

duced to describe the 1980 solar r

IR L N I S
]

maximum conditions (Teague et al.,
1976). All of these inne> zomne
models were incorporated with the
appropriate version of AE-4 into a R —L

computer program first described by 24 28 28 30 32 34

Teague et al. (1972), which was ‘ o lomobden
used to distribute these environ- Y i7f~']2~7;§—"i;o
ments to the users. £ (MeV)

A discussion of the new model
AE-7 presently under construction
will be given in Section 4, This Figure 4, Ratio rf itime-averaged elec-
model will cover the whole trapping tron flux over 13 months to the quiet
region ar” .ill utilize the latest time flux in October 1967, This illus-
data aveilable in order to make trates the effective enhancements
improvem 'nts, caused by large magnetic substorms.
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Figure 5. Constant decay time con- Figure 6. Constant cutoff time con-
tours for Starfish electrons. tours for Starfish electrons.

3. THE EVOLUTION OF PROTON MODELS

While the evolution of electron models was driven by the need to account
for the many time variations in a more precise manner, proton models have
changed mainly to improve the description of the energy dependence. The first
four models, APl, 2, 3, and 4 covered the energy ranges > 30 to > 50, > 15 to
>30, >50, and >4 to > 15 MeV, respectively. Each had an exnonential energy
spectrum dependent on B and L. These were constructed separate.y using the
data from 15 instruments on 10 satellites and 1 rocket flight, covering the
time span July 1958 through September 1963 (Vzite, 1966). They were distribu-
ted in the same card format as AEL and AE2., All were static .nedels, although
golar cycle and magnetic substorm effecis of factors generally < 2 were dis-
cussed. One of the shortconings of these models was the failure to provide a
smooth joining at the energy boundaries over all B and L.

King (1967) extended the energy ra.( : to > 0,01 MeV with the pre~ wction of
AP5, again enploying an exponential spectrum dependent upon B and L  The
data from nine instruments flown on six satellites covering the period August
1961 through April 1965 were used in the anaiysis. 3y including new measure-
ments from five detectors on three satellites and using a power law spectrum,
Lavine ard Vette (1969) weve able to cover the energy range > 4 to > 30 MeV
satisfactorily in procducing AP6. Again it was determined that time varia-
tions were not significant, relative to the disagreement in the various data
sets. With the examination of new data covering the period August 1904
tirrugh July 1960 and using the older data for a total of 21 detectors on 12
satellites, a more ccmprehensive model above 50 MeV (APi) was constructed by
Lavine and Vette (1970). An exponential spectrum was still found to be the
best for this energy region, The spread between the model and the various
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data sets was always less than a fac-
tor of 3; an error of a factor of 2
or less was moure typical.

Finally, by combining the results
of 94 Jifferent energy channels on
various instruments flown on 24 differ-
ent satellites, Sawyer and Vette (1976)

groduced AP-8, covering the entire energy

range from 0.1 to 400 MeV, With the in-
troduction of the AZUR data in 1969-70
and the OV3-3 data in 1966, it was pos-
sible to represent solar cycle varia-
tions below 1000 km with L < 3. This
was accomplished by producing both AP--8
MIN and AP-8 MAX, which differ oniy in
the region just mentioned., An example
of the effect is shown in Figure 7; at
high B values the effect can reach a
factor of 10 or more, The volume of
space where this effect occurs is small,
but may be impcrtant for future long
term Sp..ce Shuttle flights.

A good summary of the other tempo-
ral variations that were observed in
proton fluxes is given in Sawyer and
Vette {1976), but it is too detailed
to present herc. The AP-8 models are
available in a compuicr program simi-
lar to that used to distribute the
latest electron models. Because the
block data statement is too large for
some computers, a smaller version is

L=1.3 Ul-8C MEV
10° F Tfﬁw
:
-
r -
; :
R 3 } .
— o ~—
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I: \N v |
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> . ovia \X
= - Ty-m.! \
E vu-/(‘
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1 1.2 1.2 1.4 1 1.8 1.7
380
Figure 7. Solar cycle effect on

energetic protons at low altitude,
The time period for each of the
three data sets is shown. The dot-
ted lines show the expected position
of the AZUR data for the time cor-
responding to the midpoints of the
P11 and CV3-3 data, according to the
theory of Dragt (1971).

also available that provides values that are accurate to better than a factor

of 2 of the full model.

Eecause there are no longer separate energy regimes,

this model eliminated the energy boundary problems associated with the earlier

models.

4. FUTURE TRENDS IN MODELING

The future trends will be discussed in three different categories.

The

first involves the improvements we hope to realize, utilizing new data that
have become available and using methods suggested by a hetter understanding

of the important magnetospheric processes.
utilization of data on presently operating satellites.

The second category involves the
However, it may be 5

or 6 years before such data are available, if the past can serve as a guide.
Finally, we will present some remarks based on recent obsetvations that sug-

gest the possibility of making short term predictions of enhanced fluxes.

Be~

sides utilizing these predictions for operational missions, they should be
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used to improve coordinated data acquisition, which would result in increased
krowledge of ragnetospheric phenomena.

In the immediate future our plans are to complete a new electron model,
AE-7, which will correct some of the quantitative defi:iencies shown by the
new data available: outer zone 0V3-3, 0OV1-19, AZUR, ATS 6, and OGO 5. In
summary, these deficiencies occur in the regions of large gradients, namely,
at low altitude, energies above 2 MeV, and in the region avcund L = 3, where
the large impulsive injection events of magnetic substorms cannot properly be
handled, even if one works with yearly averages. It was pointed uut earlier
that no low-altitude data were analyzed for the production of AE~4, The cut-
off values above L = 2.4 are somewhat in error, as can be seen in Figure 8,
where a comparison is made between the model and OV3-3 data. Using the data
from OV3-3, OV1-19, and AZUR much better cutoffs can be determined. Data from
0V1-19, AZUR, ATS 6, and OGO 5 provide the opportunity to extend the models o
about 5 MeV. Because the calibration cf instruments has improved in recent
years, more accurate values are expected.

The following three energetic electron regions are considered: R;,
L <1.8; Ry, 1.8 <L s 5; and R3, L >5. It is fairly easy to characterize
the improvements expected using these regions, In R; there is no longer a
Starfish residue ard the solar cycle variation has already been mcdeled, al-
though extension t¢ higher energies should be possible., 1In R3 the major im-
provement will be in the high-energy position and in the cutoff values. The
major problem lies in Rj,. Although better cutcff values will be obtained, the
long term averages do not show an orderly behavior. This is shown in Fig-
ure 9, where the ccmparison between
the time-averaged, 1.7-MeV data and
AE-4 are compared. Notice that for
L < 3.3, the values of the two R LR N
satellites diverge sharply. Yet in @’ e e . —
this region, during the 10 months ] :
spanned by OV3-3 and the 11 months
spanned by OV1-19 data, there were ;
two large injection events in each. : : T~y .
Consequently, the order of .agni- : “‘”“'““‘—-‘JFF‘ETT\‘;
tude difference between 0OV3-3 and ‘ N
0V1-19 at L = 3.0 ccn only be ! ) WD
attributed to the size of the in- . : ORI
frequent events observed., based T
on this behavior, accurate predic-
tions a.e impossible. For AE-7
this region will be handled by g L i
determining the best time-aver- :
aged flux to use in this region
for average . slar cy:le conditions.
Then a1 large injection event
model, integrated over time to pro- Figure 8. Comparison ot low-altitude
vide a fluence, will be developed electron flux cutoff from OV3-3 and
so that the effects of any number model AE-~4, The data are daily aver-
of such substorms can be added. The ages within the indicated B cell; only
frequency of large events over the locally mirroring fluxes are used.
solar cycle will be provided.
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Following the completion of
AE-7, a more definitive study of 0
Rz will be undertaker to deter-
mine the non-impulsive or quiet-
time injection rate so a better
understanding of the solar cycle
variation caun be obtained, We
have examined a number of large
substorm injec:tions and find that
the fluxes decay exponentially
with a time constant, T, that is
indenendent of the event but de-
pends upon E and L. An example )
is shown in Figure 10. Using m'L 1 L " .
this, it can be seen that the 3.0 3.5 .0 4.5 9 5.5
loss mechanisms are fairly con- L
stant in time., This gives a
loss rate of F/1, where F is the
instantaneous value of the fliux. Figure 9. Comparison of long term
If the injection rate is denoted averages of OV3-3 and OV1-19 data and
by Q, then AE-4 as functions of L. ‘The fluxes
are converted to equatorial mirroring
fluxe - using the B distribution of
AE-4, using only measurements for
B < 0.3 gauss.
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Although the large events are easy to discern, such a model would indicate
that any time the normal decay is not seen, small injections must be occur-
ring. The OV1-19 data of Vampola, during the solar maximum period, offer some
insight into the behavior for the L values inside the synchronous orbit. This
data are shown in Figure 11l. If one
observes the 0,54-MeV electrons at

L = 3.5, 6 impulsive events can be

e s m e v —e——

£ s “’ LY A
seen. However, there is considerable Iemamieon
departure from an exponential decay O 1wy

ALY

some 10 or more days after the
event, This denotes the occur=- l
rence of smaller injections in our ! lH h
view, A number of these can be K 1 k
seen at L = 4,5, At L = 5,5, it is
nearly impossible to see the large
injection events, probably because |
Q has a large steady-state value, 4
At L = 2,4, only tihree, or possibly
four, of the injection events are \;""‘_““““‘;, . * - ‘—“*““#
seen, None of these pentrated £ oVl

past L = 2,1, alchough this is not

shown in Figure 11. As one looks

at 2,6 MeV, one finds that the en- Figure 10, Substorm depletion times at
hancements disappear at L = 2,4, L= 2.4,
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and only three of the six are dis-
ceraible at L = 3,5, At L = 4,5
and 5.5, the two large events can
barely be distinguished. At

5.1 MeV, the two larye events are
seen at L = 3,5, but drop to the
noise level at L = 2.4 and nearly
so at L = 4,5, It is believed
that the extraction of Q(t) from
thi~ and other data should lead
to some further understanding of
the propagation effects of sub-
storm injections throughout the
trapping regions,

With the confirmation that
the OV1-19, AZUR, and OGO 5 data
give to AE 6 (feague et al.,
1978) a historical wodel of the
inner zone below L = 1,8 is
feasible., Such a model will be
constructed using the Starfish
decay model and the improved
solar cycle variation. This
should provide a reasonable de-
scription of the whole Starfish
decay process.

Besides the real time moni-
toring available in the geosta-
tionary region using the GOES
series of satellites, the results
recently presented by Zaker et
al. (1978) concerning the change
in the pitcihh angle distribution
of electrons between 30 and
300 keV prior to magnetic sub-
storm injections, offer a pre-
diction method for typical times
of 90 minutes. They observed
that the pitch angle distribution
changed from one peaked at 90°
to one peaked along the magnetic
field line in the midnight sector,
Their statistical results on the
time difference between this
peaking parallel to B and sub~
storm particle injection time
are given in Figure 12, Con-
sequc—-tly, 50 percent of the time,
the warning time prior to particle
injection is 95 minutes or more.
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The ability to predict in- T T T T DL
jection events offers the possi- 2 + Median (95 min) .
bility of maximizing the data
return from satellites below 3 i
synchronous altitude in order to §
study the changes tha? occur in - Pitch Angle Dist. |
the magnetosphere during such ? L Peaks |l To B
events, Considerable progress K=}
toward coordinated data acquisition "
has been achieved during the Inter-
national Magnetospheric Study. 0 N 4 —

0 100 200 300

We wish to point out another
short term prediction possibility inj"Tpkg(min)
that should be useful. The level
of electron fluxes at geostationary Figure 12, Statistical relationships
orbits, particularly those above between the time the electron picch
several MeV, rise following the angle distribution peaks parallel to
arrival of fast solar wind streams B, Tekg, and the time electrons are in-
at the magnetosphere, as demon- jected, T,. (Baker et al., 1978).

strated by Paulikas and Blake

(1978). Undoubtedly other lower

L values are also effected, but the inner 1limit has not be:n determined. With
the launch of ISEE 3 on August 12, 1978, and its successful insertion into a
halo orbit about the L1 Lagrangian point approximately 1.5 x 10% kn upstream
from the Earth, sencors on board can detect such streams about 30 minutes
prior to their arrival at che magnetopause. This would require a real time
data display, which was not planned for this mission.

If either or both prediction possibilities were realized, there would be
increased emphasis on tbe modeling of individual events, including the ener-
getic particle population responses.

For the protons, the next level of refinement lies in studying the time
variations in quantitative detail. These variations are generally much
smaller than thusc observed in the electron fluxes, but still need to be ac-
counted for in order to improve the accuracy of the models. The time coverage
of the data used in constructing AP~8 (shown in Figure 13) leaves something to
be desired. Additional proton data that are now available for study are the
1SIS 1 data from Ffebruary 1969 through December 1969, ISIS 2 data from April
1971 through March 1974, and $® data from November 1971 through March 1973,
The latter data only covers the ra.ge from 25 to 875 keV while the ISIS data
extends to about 30 MeV, It is k.aown that the lower energy protons exhibit
the largest temporal variations, therefore, these should be studied first.

Although the number of experiments flown in the magnetosphere was large,
the time-space coverage of this vast volume of space was not very complete.,
In addition, some instruments in the earlier periods were not very sophis-
ticated and their calibrations left something to be desired. The variety of
problems encountered in modeling the trapped radiation environment was dis-
cussed recently by Vette et al. (1978). Because the trend in magnetospheric
studies has been toward the boundary and tail regions in the energetic plasma
energy range, the future outlook for good coverage in space, time, and energy
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Figure 13, Energy-time coverage for experiments used in constructing the
AP-8 model, The nominal energy of each threshold detector is shown with an
upward pointing arrow, and the energy bands of intervai detectors are repre-
sented by the vertical bars, Three major magnetic storms and the Starfish
detonation are marked.

is not encouraging. Some data will be available from ATS 6, 1976-059, 1977-
007, SMS/GOES and GEOS 2 at synchronous altitudes, and for other regions from
ISEE 1 and 2, S3-2, S3-3, and GEOS L, However, these data do not cover the
upper energy ranges with the exception of tle ATS € data of Paulikas and Blake
already discussed. T. A. Fritz (privaie conmunication) has noted that there
may be some problems with AP-8 in the cunergy region around 50 keV based on his
analysis of §3 data. The differences may be explained by time variations cou-
pled with the inability of earlier proton experiments to discriminate against
alpha particles; however, a detailed analysis must be made before these dis-
agreements can be resolved. Near real time monitoring is available from the
SMS/GOES series. Daily summary data are available in hardcopy from GEOS 1 and
2, and in tape and microfilm output fren ISLE 1 several months after real
time. However, the detailed data frcm most of the satellites mentioned above,
which are necessary for modeling purnoses, will not be available for a number
of years, Consequently, what was outl incd above should provide a reasonable
picture of the mcdeling efforts during the next few years.
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LOW ENERGY MAGNETOSPHERIC PLASMA INTERACTIONS
WITH SPACE SYSTEMS - THE ROLE OF PREDICTIONS

H. B. Garrett
Air Force Geophysics Laborato.y
Hanscom AFB, Bedford, MA 01731

The present ctatus of low energy magnetospheric plasma
interactions with space systems is reviewed. The role
of predictions in meeting user needs in assessing the
imnact of such interactions is described. In light of the
perceived needs of the use2r community and of the current
status of modeling and prediction efforts, it is suggested
that for most user needs more detailed statistical modeis
of the low energy environment are required. In order to
meet current prediction requirements, real-time in siiu
Measusci.witl " 72 nronnced as a near-term solution,

INTRODUCTION

As we pass frormn the age of exploration of the near-earth space environ-
mert to the exploitation phase, an increasing need has arisen for an under-
standing of the environmental interactions between space systems, space
systems operations, and the low energy (0-100 keV) plasma environment,
The problem of conc=rn to the space physics community remains, however,
the definition of this environment, and how it is perturbed by nztural and,
increasingly, mzn-made variations, It has becorme clear, however, that a
careful choice ;must be made in decidirng what parameters - both descriptive
and predictive - .re necessary to our anderstanding of the near-earth
.egime. An important element in th's choice that has been largely ignored
i8 the issue of user needs. Much of this review will be based or the per-
ceived needs of the existing and potential user community in this .ra of
space exploitation of the near-earth magnetospheric environment.

In this review the present status of low-energy plasma modeling and,
where necessary, the related issue of the geomagnetic and magnetospheric
electric field modeling will be covered, In light of the growing role of
satellite-environment interactions, this area will also form a major part of
the review. As an adjunct, current attempts at predicting geophysical and,
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hence, magnetospheric variations by employing various geomagnetic indi-
cators are discussed. An example will then be presented in which all three
areas are linked to form a reasonably coherent picture of onc phenomena -
spacecraft charging in the geosynchronous environment,

The review will conclude with a discussion of important areas for
research., In particular, models of a variety of geophysi~al processes and
physical interaction mechanisms are needed in the imm.. :ate future. Not
only do measurements of the low energy plasma environment need to be
expanded, but currently existing data sets miust be better organized and
exploited. Finally, the necessity for real-time, in-situ measurements to
establish the current state of the magnetosphere will be put forward as a
near-term alternative to detailed magnetospheric modeling.

THE NEED FOR LOW ENERGY PLASMA/SPACE
SYSTEMS INTERACTION PREDICTION

Unlike the situation for high energy particle modeling where radiation
damage is a known threat or for the neutral particle population where atmo-
spheric drag is a well-recognized problem, the effects of the low energy
near-earth plasma environment on space systems are at best subtle (see
also review by Johnson et al., 1979). It has only been with the advent cf the
new generation of sophisticated communication and scientific satellites that
previously minor systems interactions such as spacecraft charging and
surface contamination have become cf growing concern to the spacecraft
designer and user. In this section the principal interactions that have come
to light will be outlined and the associated problem areas from the designer/
user standpoint defined.

The principal effect of the low energy particle environment on spacecrait
systems is currently believed to be spacecraft charging. Although recog-
nized early as a source of error in low energy particle measvrements in
the plasmasphere (Whipple, 1965; Whipple and Parker, 1969a, b) and as a
potential sonrce of drag (see review by Brundin, 1963), it was not until the
observations of significant potentials on the order of -10 KV on the geo-
synchronous ATS-5 satellite during eclipse (DeForest, 1972) that an interest
was really taken in the phenomenon. An example of this phenomenon is given
in Figure 1 for the ATS-6 satellite, Likewise, it was not until various satel-
lites (Shaw et al., 1976; McPherson and Schober, 1976) were shown to have
suffered what were assumed to be logic upsets resulting from arcing hetween
diffcrentially charged surfaces (Figure 2) and a relationship between arcing
and ay {Figure 3) found that the user community began to become concerned
and sufficient interest generated to support a joint AF/NASA spacecraft
charging program. This joint effort recently resulted in the successful
launch of the P78-2 (SCATHA) satellite - the first satellite designed to study
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FIGURE 1, Spectrogram of Day 59, 1976 from ATS-6 (see DeForest and
Mcllwain, 1971, for explanation of scales). The dropout in the ions between
2145-2200 UT is simultaneous with satellite entry into eclipse and reflects
in eV the negative potential V in volts on the satellite as it became charged
due to the loss of photoelectrons.

specifically cnvicronmental interactions. The buildup of static charge on’ '
satellites (particularly at geosynchronous orbit) by the low energy plasma
not only affects particle measurements, but is also believed to generate a
wake (Parker, 1977 and references therein) which could be a potential source
of plasma waves and structural deformation of structurally weak suriaces
such as the solar sail (Douglas et al., 1977). Even the passage of a struc-
ture in and out of eclipse can puse a threat duc to potent’al gradients and
curreni flows (Gauntt, 1979).

The fact that spacecraft surfaces car. bccome charged also contributes
significantly to optical surface contamination. As discussed in Cauffman
(1973), this is belicved to bc tied to the ionization of outgassed contaminants
from the spacecraft which then are reattracted to charged surfaces, Like-
wise, the fact that a spaceccraft is immersed in ionized plasma can lead to
problems such as multipacting (Frceman and Reiff, 1979) or power losses
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FIGURE 2. Local time dependence of circuit upscts for several DOD and
commercial satellites (McPherson and Schober, 1976). Radial position has
no significance,

in high voitage sclar power panels (McCoy et al., 1979).

As structures grow significantly in size, the problems just discussed
grow in effect and in potential for damage., In Figure 4 we have plotted the
predicted growth rate of large structures. Such effects as VXE electric
fields generated ir spacecraft which are of nuisance value now could easily
become significant as structurali dimensions grow as projected in this figure.
More ominous, however, is the potential for such large structures to perturb
the environment. At geosynchronous orbit, as an example, Garrett and De-
Forest (1979%)estimate photoelectron emission rates on the order of . 4 nA/
cm? (this is believed to be the flux that actually escapes, not necessarily the
total emission rate at the satellite surface). Such fluxes of low energy
( ~10 ev) particles are relatively unimportant in the plasmasphere but could
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be potentially damaging in the plasma sheet where they rival the cmbient
€lvx and represent a much colder component (Garrett and DeForest, 1979b).

Contamination of the near-earth environment by photoelectrons is only
one of many poientially damaging space system cffects on the environment,
Contaminant clouds, already discussed in conjuncticn with degradation of
optical and thermal surfaces, alsc threalen the ambient low-energy plasma
environment. Sputtering due (o high energy particle impacts, multipacting,
chemical exh2usts,and, particularly, ion engine exhausts (Luhmann, et al.,
1978; Chiu. et al., 1979) all threaten the status quo. Luhmann et al. (1978)
have snown (Figure 5) how the deposition of large amounts of argon in the
plasmasphere ue to solar power satellite operations will result in the con-
version of the region from a hydrogen dominated to oxygen dominated region.
Finally, large structures will absorb correspondingly la~ge amounts of the
ambient flus.. Although this will probably be more important for the high
energy pacticle environment, measurable perturbations of the low energy
plasma are a possibility if extensive operations at geosynchronous orbit are
implemented as planned,
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Although several papers on the subject of spacecraft interactions have
been referenced, the fact remains that at present relatively little is actually
known about most of the interaction processes mentioned. The problem is
that there do not as yet cxist sufficiently detailed models of many of the
dynamic processes associatcd with the movement of magnetospheric plasma.
Similarly, the level of precision necessary to define many of the interactions
is severely limited and represents a pressing problem. These two problems
are not and cannot be divorced from each other as we must define the para-
meters necesssry to accurately represent the environment and at the same
time those parameters must be keyed to the interaction models to be of any
use. As will become apparent, a real dichotomy exists between the para-
meters currently used to define the environment and those required to pre-
dict plasma interactions,

PRESENT STATUS

In order to demonstrate the difficulties attendant with studying the
problems of low energy particle interactions with space systems, the current
status of these efforts will be reviewed. First, a brief review of the current
status of low energy magnetospheric plasma models will be given. This will
be followed by a discussion of attempts at predicting and modeling the inter-
action phenomena associated with the low enci'gy environment. As other
committces are conridering in detail the prediction of magnetic and electric
field variations and of geomagnetic indices, only a cursory description will
be given of these parameters. Finally, an example will be given of one
attempt to link thesc three areas into a coherent predictive model of one
interaction phenomena - spacecraft charging during eclipse passage.

Low Energy Plasma Models

In Garrett (1979 the current status of the modeling of 0-100 keV mid-
magnetospheric particle environment is reviewed in great detail. In this
section some ot the main resuits of that study will be presented, the reader
being referred to that review for a more detailed description. As in Garrett
(1979), comments will be confined to the ionospheric and auroral domains as
described by Vasyl.unas {1972), That is, only the low energy {0-100 keV)
charged particle pcpulation in the plasmasphere and the near-earth plasma
sheet regions will be considered., Also, variations in ionic composition will
be ignored (sce Young, 1979, for an excellent trcatment of ionic composition
variations).

Four types of guantitative modeis will be described dependent upon the
ratio of theoretic. 1 to empirical input in the modecl. The most elementary
models to be discussed consist of statistical compendiums of various para-
meters as functions of space, time, and geomagnetic activity, Thesc sta-



tistical models require little ( roretical input, relying primarily on actual
measurements. Consideration of basic physical principles makes possible
the derivation of analytic expressions capable of simulating changes in the
environment - the second type of model. Third are models which employ
theory to predict trajectories of particles in static electric and magnetic
fields. Tinally, the most complete model from a theoretical standpoint is

a full, 3-dimensional, time-dependent model capable of taking into acccunt
time-varying injection events, The following discussion will center on these
four categories of m:odcls.

Statistical models, as defined here, are compendiums or histograms of
various plasma parameters based on actual data. The basic examples of
this type of model are the composite or average distribution functions
generated by Chan et al. (1977) for various magnetospheric and solar wind
regions (Figure ). Although such descriptions are particularly useful in
predicting long term dosages, a prohibitive number of distribution functions
are needed as a function of time, spatial coordinates, and geomagnetic
activity to adequately describe the near-earth magnetosphere. Instead, a
description in terms of the first four plasma moments (density, number flux,
pressure or energy density, and energy flux) from which a number of para-
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FIGURE 6. Estimated differential particle fluxes for the aurora!
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meters such as current and temperature can be derived, has emerged as a
compact means of describing the environment. Vasyliunas (1968), DeForest
and McIlwain (1971), Su and Konradi (1977), and Garrett et al. (1978b) have
all carried out statistical studies of these parameters. In Figure 7, results
from the analysis of ATS-5 and ATS-6 temperatures and currents are
plotted as an example (T(AVG) is the temperature obtained from dividing the
energy density by the number density, T(RMS) is the temperature obtained
from dividing the energy flux by the number flux). Models have also been
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developed for other spatial positions by plotting the results from eccentric,
inclined satellites in the manner of the intensity plots of high energy par-
ticles. A particularly good example is given in Figure 8 (Frank, 1967) for
the low energy ions (200 ev £ E £ 50 keV) in the generalized R - A m
coordinate system. Similar studies (Carpenter, 1966; Chappell et ai., 1970 ;
Lernartsson and Reasoner, 1978; and reviews by Chappell, 1972, and Car-
penter and Park, 1973) have also been carried out in the plasmasphere.

The major difficulty with the preceding statistical models from a pre-
dictive standpoint is their inaoility to include the effeccs of complex time
variations while maintaining the interrelationships between the various para-
meters. One solution to this problem is simply to provide several detailed
but representative examples (see DeForest and Wilson, 1976) of actual
spectra, Unfortunately, from a practical standpoint such information lacks
compactness and does not easily provide many of the parameters required by
potential users, A solution to this problem of tradeoff between accuracy and
rnassive amounts of data has been the introduction of analytic equations
capable of modeling specific parameter variations. An example is the well
known formula for the midnight-cawn plasmapause of Carpenter and Park

0G0 3
9 JULY 1966

(oud 45°
_75.
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FIGURE 8, Contours of constant proton (200 ev £ E £50 keV) energy deunsity
as measured by OGO 3 on 9 July 1966 in a R = A m coordinate system
(Frank, 1967).
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(197 3) (see also Mauk and McIllwain, 1974 ; F:ezeman, 1974 ; and, particularly
the review of injection boundary formulas by Kivelson et al., 1978):

Lpp=5'7 -0.47Kp (1)
where Lp is the plasmapause boundary (in earth radii) and Kp is the maxi-
mum value of Kp in the preceding twelve hours.

Fairly detailed analytic formulas have been or are being developed for a
variety of plasma parameters as functions of time, spatial position, and
geomagnetic activity., Su and Konradi (1977), Garrett (1977), and Garrett
and DeForest (1979b) have all developed analytic expressions capable of
defining the geosynchronous environment. Garrett and DeForest (1975b) in
particular have developed a compact representation in which the first four
moments of the distribution function at geosynchronous orbit are expressed
in tcrms of equations linear in Ap (daily average of ap) and varying diurnally
and semi-diurnally in local time, LT:

M; (Ap,LT) = (ag +a) Ap) (bg + by cos (2271 (LT + )} (2)

+ by cos (%Z_ (LT +t5)))

where; Mi = moment i

s b ,b, b, t,t = fitted parameters.

307 212 % P P 0 5

Typical results are given in Figure 9. A major advantage of this model is
is that a 2-Maxwellian (i.e., the sum of 2 distinct plasma components) dis-
tribution function can be derived directly from the data. Konradi private
communication) is extending this model to lower altitudes and different
latitudes.

The previous two model types provide most of the data needed in pre-
dicting environmental effects or space systems. In order, however, to
fully understand the effects of spacc systems on the environment, a rudi-
mentary knowledge of how man-made contaminants and perturbations of t' »
environment propagate in the magnetosphere is required. Thus, static
models of the magnetospheric fields play an important role in this review.
Unlike the preceding models, considerable work has gone into studying such
models so that only a few representative ex»mples will be given here (please
see review by Garrett, 1979),

The most typical exan'ple of static field models is that developed by
Mcllwain (Mcllwain, 1972) in conjunction with the ATS-5 geosynchronous
data. By carcful analysis of the data, Mcllwain cunstructed electric and
magnetic ficld models capable of reproducing the observed spectra. Some
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results of his analysis for typical electron and ion trajectories in his model
fields are given in Figures 10a and 10b. Many variations exist onMcIlwain's
model ranging from the early models of Kavanagh et al. (1961), Roederer
and Hones (1970), and Wolf (1970) down to the more recent work of Kcnradi
et al. (1975) and Walker and Kivelson (1975). The major difference between
most of these models is the exact treatment of the plasina injection event
(see review by Kivelson et al., 1978). The resolution of this problem is
dependent on what role the in situ and ionospheric plasma socurces play and
is still controversial.

The static models of the plasmasphere divide into two principal catego-

ries - ionospheric diffusion and EXB drift. By way of explanation, Chappell etal.
(1970) and, to a lesser extent, Wolf (1970) and Chen (1970) model the drifts T
of particles in the plasmasphere in a similar fashion to McIllwain - that is,

by E X B drift. Others such as Angerami and Thomas (1964), Schunk and

Walker (1969), and Mayr et al. (1973) model the diffusion of ionospheric

particles into the exosphere and plasmasphere. Recently, more detailed

models by Lemaire and Scherer (1974) and Chiu et al. (1978) have produced
comprehensive models in this latter category by using a collisionless kinetic
. theory to compute the diffusion along the field line of various constituents.
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FIGURE 10a. Trajectories for electrons having /A = 0.1 keV/¥ in the
McHwain model (Mcllwair, 1972).
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FIGURE 10b. Trajectories for protons having /{ = 0.1keV/ Y in the
Mcllwain model (Mclwain, 1972).

Although most of the effort in magnetospheric modeling has gone into
static models, an increasing amount of detailed viork on the time-dependent
behavior of the low energy plasrna environment has appeared. Specifically,
Roederer and Hones (1974) have successfully reproduced many of the fea-
tures of the ATS-5 data by assuming a static field model upon which they have
superimposed a time-varying electric field component, In a similar vein,
Smith et al. (1978a, 1978b, 1979) have used a time-varying convection
clentric field potential of the Volland-Stern type (Ejiri et al., 1977):

@ = AR2 sin ;Z» (3)
where: ¢
R
A is taken tc be of the form (Grebowsky and Chen, 1975):

]

local time dependence (0 at midnight)

radial distance from earth

A = 0.045 ) 3
(1 - 0.159 Kp + 0.003 Kp )

)



Assuming a dipolar magnetic field, Smith et al. (1978a, 1978b, 1979) then
produced a movie of the plasma flow entitled '"Convection of Magnetospheric
Particles in a Time-Varying Electric Field."

The final models to be discussad are the detailed 3-dimensisnal, time-
dependent models of the Rice University group under R. A. Wolf. Chen (1970),
Wolf (1970), Chen and Wolf (1972), Jaggi and Wolf (1973), Wolf (1974),and more
recently Southwood (1977) and Harel et al. (1778) are pape''s in this series.
Unique among magnetospheric models, they calculate the particle drifts and
the resulting effects on the electric and magnetic fields i.u a self-consistent
fashion. Some of their results for the magnetec sphere (Jaggi and Wolf, 1973)
and the plasmasphere (Chen and Wclf, 1972) are presented in Figures lla, 1lb,
and llc. Note in particular how the plasma ''tails'' off from the plasmasphere.
As this phenomena represents a loss mechanism for the plasmasphere, it may
be important for calculations of contaminant lifetimes in this region.

Interaction Modeling
As currently practiced, modeling or prediction of interactions with the

low-energy plasma environment is synonymous with spacecraft charging, As
a result most of the discussion of this sectior. will be concerned with current
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FIGURE 11b. The electrostatic potential 15 hours after the sheet started
moving towards the earth from the magretospieric tail (Jaggi and Wolf, 1973).

efforts at modeling the charging phenomena and rclated problems such as
contaminant effects. In the long term, however, tte prediction of environ-
mental effects may likely be more critical. Thus, tihe final part of this
section will briefly review the few attempts in this area to date.

Spacecraft charging is, simply, the attempt on the part of the currents to
the spacecraft surface to come to equilibrium:

- . Jo) = 4
JE (JI+JSE+TBSE+JPH+ X) 0 (4)
where: JE = Incident electron current
JI = Incident ion current
JSI = Secondary electron current due to ions
JSE = Secondary electron current due to electrons
JBSE = DBackscattered electron current
J'P = Photoclectron current (zero when a surface is
H shadowed.)
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J'x = Thruster currents and other miscellaneous currents
(normally assumed to be zero in simple calculations).

All of the currents are complex funcrions of spacecraft potential, the
satellite plasma sheath (the region over which the satellite perturbs the
ambient medium), the satellite materials, and the physical structure of the
satellite. Several models (see Whipple, 1965; Rothwell et al,, 1977; Lafram-
boise and Prokopenko, 1977; Parker, 1977; and references therein) carry out
fairly detailed calculations of the particle trajectories in the --icinity of a
satellite allowing simulations of the sheath and differential potentials., A
variety of simple single point (or 'thick sheath'') models also exist which
allow approximate calculation of the equilibrium potential on spacecraft (see
Garrett and Rubin, 1978,and references therein). These models have been
extended by the inclusion of equivalent resistances and capacitances (Inouye,
1976; Massaro et al., 1977; Gauntt, 1979) that actually allow the simulation of
the time response of satellites to changes in the ambient particle and photon
environment.

In all of the above, however, the detwiled shape of the sheath around the
spacecraft is not calculable except for some rather simple geometries.
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factor of two decrease in the convection field at time t = 0 (Chen and Wolf,
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FIGURE 12. DPotential contours for sunlit case in a horizontal plane thruough
the SCATHA satellite center. Contours are at 500 volt steps (the minimum is
-7500 volts). From Schauelle et al. (1979).

Recently, the s3 Corporation of California developed a detailed computer
code capable of simulating a complex satellite including booms and shadowing
(Katz et al,, 1979). The results from one of these calculations is presented
in Figure 12 where the potentials around a simulation of the SCATHA satellite
are plotted. The code is currently undergoing intensive comparison with data
from laboratory experiments and from the SCATHA satellite., It is planned
that in the next year the program will be suffici:ntly reliable to accurately
model the diverse effects of spacecraft charging.

Other critical aspects of the spacecraft charging phenomenon are the
effects on contaminants and the effects of discharges. Since insulators tend
to charge to different potentials than the satellite as a whole, it is possible to
get preferential deposition of contaminant ions on such critical surfaces as
optical sensors and solar cell covers (see Cauffman, 1973,for an analysis of
contamination rates). Likewise arcing due to differential charging is
apparently well documented (Figure 13). Although the actual arcing process
itself is poorly known, fairly sophisticated models exist of the cffects of the
resultant electromagnetic pulse (Mindel, 1977).

As the emission of photoelectrons could be a potentially important source
of contamination and has a significant impact on charging, a brief review is
in order. Although the process of photoemission has been well understood
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FIGURE 13. Arvc-discharge rate and photcelectron current density as a
function of local tirme during eclipse passage. The depression in the photo-
electron current following eclipse passage is a result of spacecraft chargqging
assc _iated with an injection event. Thus the increased discharge rate is
believeu to be related to geomagnetic activity. From Shaw et al. (1976).

since Einstein's original paper, the actual emission rates for satellite
materials are, in practice, not well known. Grard (1973) has made an exten-
sive analysis of such phenomena. His results for common materials are pre-
sented in Table 1. Garrett and Rubin (197&) and Garrett and De¥orest (157%)
have attempted by increasingly more suphisticated theories to predict the
effects of a varying photoelectron flux, A typical result is given in Figure 14
demonstrating how the satellite potential can vary by 10 KV in a matter of a
minute. As previously discussed, the escape rate (as opposed to emission
rate) for photoelectrons appears to be .4 nA/em<, a number larger on the
average than that of the ambient flux of electrons at geosynchronous orbit
(Garrett, 1977). The effect of such fluxes from large space structures o the
environment has not been calculated, Satellites are known to gencrate wakes
(Parker, 1977) which in turn could generate waves in the magnetospheric
plasma, The large space structures currently planned could gercrate signi-
ficant wave disturbances which might lead to instabilities in the low cnergy
plasma environment. Parker (1977) and Douglas et al. (1977) have advanced
simple models of this phenomenon. For example, in Douglas et al. (1977),
the wav.s are envisioned as interacting with the structure itself (i.e., the
solar sail) leading in some cascs to res nance between the structure and the
waves.

Another source of contamination is the aldition of argon and other ionized
gases from extcnsive space operaticns, A model of argon emission in the
ionospheric domain advanced by Luhmann et al. (1978) has alrecady becn

mecentioned., Briefly, ~ 1, 5x103! Artions (compared with~ 4x1031 ambient
bl
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FIGURE 14. Observed and predicted potential variations on ATS -4 during
passage through the earth's penumbra (Garrett and DeForest, 197%).

ions about 500 km) are emitted as a solar power satellite slowly spirals out to
geosynchronous orbit. The argon ‘ons require a corresponding electron popu-
lation for charge neutrality. Eventually, the heavy argon ions sink back into
the ionosphere. As insufficient hydrogen ions exist to replace the argon,
oxygen is drawn upwards giving the behavior illustrated in Figure 5.

Vondrak (1977, 1979) has presented a simple model of the leakage of
neutral particles in the magnetosphere. Depending on the constituent,
ionization rates on the order of hours to days could result in the slow buildup
of a neutral gas ring followed, at equilibrium, by addition of cl .rged particles
to the plasmasheet flow. As Vondrak (1979) discusses, the total mass flow
rate for the plasma sheet is only on the order of 1.2 kg/sec, The artificial
addition of charged particles due to ion thrusters and/or a neutral gas ring
(with subsequent ionization) could be of equal or higher magnitude tu this
flow rate. No detailed models for the effects on the auroral (plasmasheet]
domain yet exist, however.

Magnetospheric Predictions

The preceding two sections have outlined the status of models of the plasraa
environment and of the various types of interactions. As the purpose of this
conference is to predict, the review cannot be complete without alsc describing
the relevant miodels for predicting the environmental pararicters needed to
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estimate the low energy particle interactions. These models fall into three
areas - predictions of magnetospheric magnetic and electric field, direct
predictions of ambient plasma parameters, and predictions of geomagnetic
indices. The use of real time in situ data will be discussed in a later section.

Considering the availability and sophistication of magnetic field models
(Olsen and Pfitzer, 1979), it is possible to make a recasonable approximation
to these fields. Unfortunately, most magnetic field models are either for
quict pcriods or tied to Kp or a; - earth-based indices. Likewise, the
clectric field models, such as that of Eq. 3, are all based on geomagnetic
indices. Given the fields by any of these predictive methods cr by actual in
situ measurements, one could in principle predict the evolution of the plasma
fluxe s in time and space using the static or time-dependent models discussed
previously. Once the fluxes are known, the interactions can be predicted.

Although the preceding technique is probably the most scientifically pleas-
ing as it allows a consistent develcpranent of a prediction procedure for che
ambient fluxes, it does not necessarily assure accurate predictions. The
direct prediction of plasma parameters is to be preferred for modeling satel-
lite interactions as the number of assumptions (i.e., particle drift, particle
losses, etc.) are significantly reduced. Again, however, some means must
be deviscd to determine the state of the magnetosphere. Even in the case of
the simplest model, that of Chan et al. (1978), some input is required to tell
how oftca to use the high or low profil:. The niodels of Su and Konradi (1977)
and Garrett and DeForest (1979b)both require knowledge of Kp or ay. As yet,
there is no way to predict these geosynchronous plasma parameters from
interplanetary parameters.

The following indicates that .10 matter where one starts, the prediction of
geomagnetic indices is the primary mcans of determining spacecraft inter-
actions. In fact, as indicated in Figure 3 for the rate of arcing and in Figure
15 for the eclipse potential un ATS-5 and ATS-6, it may be possible to directly
predict satcllite interactions from ground-based indices. The prediction of
zeomagnetic indices of coursc depends primarily on persistence or solar wind
parameters. A variety of studies have sought to correlate the various mea-
sured solar wind parameters, such as velocity, density, temperature, and
magnetic field with geomagnetic activity (Schatten and Wilcox, 1967: Ballif et
al,, 1967, 1969; Hirshberg and Colburn, 1969; Arnoldy, 1971; Foster et al,,
1971; Kane, 1972; Garrett, 1974, Garrett et al., 1974; Bebrov, 1973). These
previous studies concentrated primarily on correlations with ap, Kp, Dst,and
AE., An example of the adequacy of such models is illustraied in Figure 16
from Garrctt et al., 1974, Most subsequent studies have essentially refined
these carly studies (sce for cxample, Garrett ¢t al., 1978a). Papers have also
been prescented at this conference (Saito, 1979; Clauer and McPherron, 1979;
Iyemori and Maceda, 1979) on similar prediction schemes, It would be hoped
that eventually a strong solar wind-magnetospheric plasma prediction scheme
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FIGURE 15, Observed and predicted potential variations for ATS-5 and
ATS-6 during passage through the earth's shadow (Garrett et al., 1979a).

wculd also be found but as yet this has not happened.

The conclusion of all the preceding studies is that significant correlations
do exist between measurable solar wind quantities and geomagnetic variations
an hour to a few hours later. It still remains true, however, that persistence
(i.e., if ap is a given value now it will be the same in an hour) is a much
better predictor in the time range of 0 to 10 hours than any of the solar wind
quantities so far studied (Garrett et al., 1978a). Thus, in order to predict
spacecraft interactions with any degree of confidence at present, actual
ground-based measurements (in lieu of in-situ solar wind me.surements)
remain the most profitabl: prediction scheme., It remains t. be determined,
however, what the ""best'' geomagnetic parameter is for a given interaction
process,

58



P

o
0 By

v{By (mV/m)

| W |

0]
5 v(B+cve (mV/m) 7
0 /\ WM Lo i
sof- 1
0o
Feb.5 1968 Feb.10 Feb.15 Feb. 20

FIGURE 16. Relationship between various solar wind parameters and geo-
iag etic activity as measured by ap (Garrett et al., 1974).

Representative Example

In another paper presented at this conference (Garrett et al., 1979a), an
explicit example of the procedurcs outlined above has been worked out.
Although it ic not intended to repeat that paper here, the general procedures
outlined in that paper demonstrate a typical problem and solution in precicting
spacecraft interactions. From :hat standpoint, the findings of the paper will
be briefly reviewed.

An important problem in spacecraft charging is the prediction of the
extreme potential stresses likely to be encountered. As the largest measured
potentials have been observed between the ATS-5 and ATS-6 geosynchronous
satellites during eclipse passage, these data represent a useful starting point
for estimating extreme potential effects (in reality th2 satellite to space
potential during eclipse may well be an accurate reflection of the maximurn
differcntial potentials between two electrically isolated surfaces - une of which
is shadowed and one which is illuminated). In Garrett et al. (1979a), the eclipse
potentials for seven eclipse seasons of ATS-£ and ATS-6 were carefully mea-
sured and plotted as a functior of Kp. These results are plotted in Figure 15
as closed dots with error bars. This plot obviously serves as a simple pre-
dictive model.

Two charging theories were advanced by Garrett et al. {1979a) to explain
the charging phenomenon based on ambient plasma parameters, The simplest
being based on the formula

/q Vo/ = - KT, in (‘IEO/IO JIO) (5)
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where: q = electronic charge

Vo = satellite potential in volts
Te = electron temperature
JEo = ambient electron current
J10 = ambient ion current

K = Boltzmann's constant

Likewise, two models of the environment were advanced. One being based
on statistical tabulations of Te, JE(, and Jjg versus K, and the other based on
the variation of the distribution function at ~ 0130 local time with Kp (based
on the model described in Eq. 2 and plotted in Figure 9). The two environ-
mental models, both keyed to Kp, were then combined with the potential pre-
diction codes to estimate the potential as a function of Kp. The results are
plotted in Figure 15 and represent good agreement between theory and observation.

FUTURE RESEARCH

Considering the potential importance of models of interactions between
spacecraft and the environment, it is a significant fact that only in the last
two or three years have attempts been made to accurately define the ambient
low-energy plasma environment. Further, it has been only since the recent
launch of the SCATHA satellite that any significant attempt has been made to
characterize the interaction processes. Thus, it is not difficult to find many
inadequacies in the present state of spacecraft/environment interaction
pr~diction,

Curprisingly, much data exists currently on the low-energy near-earth
environment - data which is yet to be exploited to any great degree. The _eo-
synchronous orbit 1s on the whole quite adequately covered and, with instcu-
ments capable of measuring ionic composition and field aligned fluxes Jn
GEOS I, GEOS II, and SCATHA, this region should soon be well analvzed.

The problem is still, however, how best to characterize this rapidly varying
regime for real-time predictions. In Garrett et al. (1979b), data from ATS-6
and the geosynchronous satellite 1976-059A are compared. The 1976-059A
returns in real time the electron fluxes from 30 keV up (Higbie et al., 1979).
This information appears adequate for predicting the current state of the mag-
netosphere (Higbie et al., 1979; Baker et al., 1979) to the degree necessary to
predict spacecraft charging. Thus, such real tim: measurements may offer
one possible solution to the prediction problem for geosynchrunous orbit (see
also Thompson and Secan, 1979). The issue for the plasmasphere and near-
earth high latitude region is not as clear cut. Although sufficient data
apparently exists for the equatorial plasmasphere to construct meaningful
statistical models, rlevelopments in this area have not been forthcoming as
yet. Recently, a tremendous amount of data for detailed studies of the low

energy particle fluxes at high latitudes has become available from the S3-2,
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S3-3 and DMSP/F2 (J/3 sensor) satellites (Burke et al., 1979). It is hoped
that this data base will soon make possible significant advances in this region
also. The DMSP photos may ultimately provide a real time method of evalu-
ating rapid variations in this region as 1976-059A may for geosynchronous
orbit. Likewise, ISEE-3 and OPEN-A may allow real-time solar wind moni-
toring (Cauffman, 1979).

From a user standpoint it is of critical importance that accurate statistical
models be available in the future if any long term mission planning is to be
carried out. Likewise, the user will need adequate models of the interaction
phenomena involved. Further, little progress can be made in the future in
predicting for the user spacecraft/environment interactions if the required
parameters are unknown. It does little good to provide detailed information
on the energy flux if the interaction process is dependent on number flux.
Unfortunately, the biggest gap in this area is in material response functions.
This is not a problem of this conference but until it is resolved, the only part
of the spacecraft/interactions problem that we can accurately attack is the
arnbient space environmenit and its perturbations.

Predicated on the following it appears that future research should be
directed in main areas:

1. Defining in a statistical sense the ambient environment based on user
requirements (particularly the near-earth plasmasphere and at high latitudes).

2. Deriving analytical expressicns or efficient 3-dimensional models
(static and time-dependent) capable of simulating magnetospheric variations
for input into interaction modeling programs.

3. As it currently appears that predictions based on earth-based or solar
wind parameters will not approach the accuracy of in situ measurements,
expanded real-time in situ measurements must be made.

4. Verification of particle drift theory so that static (or time-dependent)
models can be uscd to extend measurcements made in limited orbital regions
to other regions.

5. Refinement of our basic under standing of interaction phenomena.,

In the next few years, major steps will be made in all these arcas. Active
experiments such as barium releascs and joint SCATHA/GEOS beam studies
should greatly improve cur ability to trace contaminant clouds, Likewise,
the Long Duaration Exposurc Facility (LDEF) should provide important infor-
mation on the long term effectc of the environment., Support of the spacce
physics community should be given to projects such as these as they promise
immediate, practical returns from our scicentific studies.
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CONCLUSION

In this review the present state of spacecraft/environment interactions
modeling and prediction as it pertains to the low energy plasma environment
has been covered. A multitude of issues have heen raised in each of the main
areas - modeling the interaction process, modeling the environment, and
predicting the future state of the magnetosphere (and, hence, the magnitude
of the interaction). As should be apparent, the status of the modeling efforts
are still somewhat rudimentary - the most success having been in developing
static models of the magnetosphere, the least in determining material
responses. The role of the user has had little to do in determining the re-
search trends in this area as it has only comparatively recently been realized
that spacecraft/environment interactions were of real importance. As more
emphasis is placed on user needs, however, we should expect a shift to more
basic models of the environment (i.e., statistical models like those of the
radiation environment). Ultimately, however, the 3-dimensional, time
dependent models will be necessary if a complete understanding is desired.

In the interim, in situ, real-time monitoring appears to be the only plausible
solution.
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Joe M. Straus and David R. Hickman
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P.0. Box 92957
Los Angeles, Califo 1ia 90009

Empirical models of upper-atmospheric density and composition
are employed in a number of areas, ranging from basi~ research in
aitmospheric and ionospheric physics to practical applications in
satellite ephemeris prediction. Such models have been based on
various kinds of data sets and have varyinag levels of complexity,
strengths, and weaknesses. This paper describes the characteristics
of several of the widely used models and reviews studies in which
the predictions o these mcdels have been compared with observa-
tional data. A final section presents a discussion of the relative
advantages and limitations of the models in rurrent use. as well as
a brier discussion of ways in which the models might be improved.

1. DESCRIPTION OF UPPER-ATMOSPHERIC MOGELS

The development of atmospheric models has a history dating back ai least

a hundred years. At thermospheric altitudes, however, there were few mea-
surements prior to the taunch of Sputnik in 1957. The resulting lack of
knowledge of the details of atmospheric behavior made it impossible for models
to have any predictive capability. Therefore, models developed prior to 13957
were used primarily as standards, allowing a common basic for calculations
performed by diverse investigators.

ARDC 1959 (Minzner et al., 1959) was the first standard upper atmospheric

model that utilized satellite measurements of the density. Densities were de-
duced by the orbital decay method, and so only very coarse time and space
resolution was provided by the measurements. The development of standard at-
mospheres has continued, leading to the U.S. Standard Atmosphere, 1962 (COESA,
1962) and the U.S. Standard Atmospirere, 1976 (COESA 1976). Such standard
atmospheres are not intended to have significant predictive uses and will not
be further discussed here. A recent review of these standard atmospheres has
been given by Minzner (1977).

L. G. Jacchia has, over the years, developed a series uf thermospheric

models. His first (Jacchia, 196N) was based on drag data from four satellites

71



having perigee altitudes betwcen 210 and 650 km. The model took into account
both diurnal effects and variations related to solar activity. seomagnetic
activity effects had been observed in orbital decay data, but were not suffi-
cienlly well understood to be modeled at that time Unlike the ARDC 1959
model, which was presented in tabular form, the J..chia (!960) model density
was expressed analytically by

F.
0 = oy —]'03{1 +0.19 [exp (0.0055 z) - 1.9] coss 2}

where log g = -16.021 - 0.001985 z + 6.363 exp (-0.0026 z). 1n this expres-
sion, p is the density in gm/cm® at altitude z in km (200 € z £ 700); Fyq is
the 2C-cm solar flux in units of 107" W/m"-Hz; and { represents the angular
distance from the ma:imum o7 the diurnal density pulge, which was placed at
the subsolar latitude at a loca! time of about i4 hr. [Note that Jacchia
(1960) used the 20-cm solar flux as an index of the degree of solar activity.
Subsequent studies utilized the 10.7-cm flux which was found to be somewhat
better correlated with density variations.] The simpiicity of the model made
it particularly useful for production-type calculations (as in orbit deter-
mination) where numerical efficiency is required.

The CIRA-1951 (COSPAR International Reference Atmosphere) model con-
sisted of three tables of the atmospheric variables that represented the
dailyv average conditions, daytime maximum, and nighttime minimum conditions.
No other time or space variation of the atmosphere was described. The model
purported to be representative of medium solar activity conditions, but since
the data base consisted of orbital decay observations in the 1958-60 period,
it should be regarded as a high solar activity model. The model has almost
no predictive capability and was of importance primarily because of its in-
ternationaily recognized status.

The work of Harris and Priester (1962a, b) represents a milestone in
thermospheric modeling studies since theirs was a first major attempt to de-
scribe the upper atmosphere on a physical basis. Rather than fit the obser-
vational data with profiles or empirical formulas, they rit the data subject
to the constraints of the thermospheric :nergy equaiion under conditions of
hydrostatic equilibrium. In other words, they solved the one-dimensional
time-dependent heat condition equation to obtain the temperature, and with
this the different constituent profiles could be computed assuming diffusive
equilibrium. Once the temperaturz and the concentrations of the different
species are known, all other atmospheric variables are determined. To fit
the computed density to the observations, the boundary conditions or proper-
ties of the energy sources can be adjusted.

Harris and Priester encountered some difficulty in trying to match the
observations using only the solar EUV flux as the source of heating. Using
a second heat source to supplement CUV heating, which was later shown to be
needed because of advective heat transport due to thermospheric winds, Harris
and Priester (1962a) produced a diurnal model of the upper atmosphere that
was appropriate for equatorial and temperate latitudes at equinox and for
solar activity conditions corresponding to F10.7 = 200. Shortly thereafter,
Harris and Priester (1962b) extended their mocel to include solar cycle
variations. COSPAR (Congress on Space Research) adopted the Harris-Priester
models for the CIRA-1965 mode.. Under this title, 120 tables were published
that described the thermospheric structure from 120-800 xm for 10 levels of
solar activity (65 < F10.7 < 225) and with 2-hour incrcments of local time.

72



The tables, as described above, were based on theory. However, to account
for other observed density effects, such as the 27-day variation, geomagnetic
aciivity effects and semiannual charges, empirically derived corrections to
the cxospheric temperature need to be used in conjunction with the tables.

With satellite drag data from half a solar cycle (1958-1964), Jacchia
(1965) was able to construct an improved empirical model that took into ac-
count solar activity (including both 11-year and 27-day cycles), diurnal and
semianuual variations, and geomagnetic activity. Although the published
model was accompanied by tables of the atmospheric quantities, the composi-
tion, temperature, and density could be directly computed for any given set of
conditions. This is in contrast to the CIRA-1965 model, in which interpola-
tion in the tables was required for arbitrary conditions. The forrnulation
of the Jacchia (965) model was also continuous over the globe, whereas CIRA-
1965 was essentially only for middle and low latitudes.

With this model Jacchia initiated the now common practice of using the
exospheric temperature as a parameter to synthesize the density data at dif-
ferent altitudes. To elaborate, given a lower boundary temperature and the
exospheric temperature, a temperature profile is assumed to be determined.
Then, given a set of lower boundary conditions for number densities of the
constituents, the equations for diffusive cquilibrium are integrated to de-
termine the vertical distributions of the different atmospheric constituents,
which may be summed to obtain the total density:

dn: m:g dT
. dz - (1 +a;) ——
» i )] i) T
¥
P = L nim;

i
where n; is the concentration of the ith constituent, m; is .ts mass, g is
the acceleration of gravity, z is the altitude, k is Boltzmann's constant,
T is the temperaturc, ; is the thermal diffusion coefficient and ; is the
total mass density. In essence, then, given a set of lower boundary condi-
tions, a density profile is determined by specifying the exospheric tempera-
ture. Thus, rather than manipulate the density to simulate the different
atnospheric variations, Jacchia (1965) utilizes cxospheric temperature changes
to produce the density variations. The appropriate temperature changes, which
were analytically formulated, werc derived by fitting the modei to observa-
tions.

In order tc mect the requircments tor a more realistic atmosphere tharn
the U.S. Standard 1962, a model bascd on Jacchia (1965) was adopted by the
U.S. Committee on Extension to the Standard Atmosphere (COESA). The descrip-
tion of this model was published as the U.S. Standard Atmosphere Supplements,
1366 (COEsA, 1966).

By 1970 there had been a number of upper atmospheric composition mea-
surements made by mass spectrometer and EUV absorption techniques. The re-
sults of these measur~ments indicated a need to revise the n(0)/r(0-) ratio
near 150 km, and a new modecl was produced by Jacchia (1970) to account for
this. Following a review by von Zahn (1970; of density measurcments near
15C km, Jacchia's 1970 modecl was quickly supplanted by a new (Jacchia, 1971)
model which incerporatcd von Zahn's rcecommended density values at 150 km.
This new model gained wide acceptance and use and was adopted virtually un-
changed as CIRA-1972.
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The CIRA-1972 model recognizes several types of variations which are
dealt with explicitly. Specifically they are: solar cycle variations and
shorter-term solar activity effects; the diurnal variation; geomagnetic ac-
tivity variations; the semiannual variation; and seasonal-latitudinal varia-
tions. [Mure rapid density variations (waves) were also recognized as being
present, but were regarded as unpredictable in a static model of this type.]
The first two of the five variations listed above were accounted for using
a variation of the exospheric temperature with the 10.7 cm solar flux and
with local time and latitude. The last three variations were incorporated
as direct percentage variations of the density.

CIRA-1972 rapresented the zenith of a long tradition in thermospheric
medels in which a fixed number density for each constituent was defined at
a lower boundary and then the vertical profile for each constituent was de-
termined from the temperature profile by means of a diffusive equilibrium
equation. Already it had become necessary to adjust the resulting densities
somewhat in order to agree with observations, but the basic foundation of the
method was intact.

Although some direct measurements of atmospheric composition were used
in the formulation of the CIRA-1972 model, the primary data source was satel-
lite drag data. These data were further restricted to altitudes above ~200 km,
leading to a model that represents total density rather well above that al-
titude. However, as will be discussed later, substantial discrepancies ap-
pear when this model is used to predict the composition of the upper atmo-
sphere. As will be described shortly, analysis of densities measured by the
mass spectrometer on the 0GO-6 satellite revealed that the diurnal, seasonal,
and geomagnetic variations of the different concticuents are different and
that the conceptually attractive picture of density variations being related
to a temperature profile through a diffusive ecuilibrium equation is not ade-
quate. In order to account for the (seemingly) unrelated variations of the
individual constituents, Jacchia produced a new model (Jacchia, 1977) in which
a separate 'pseudo temperature'' profile was introduced for each constituent.
A number of additional corrections to a diffusive equilibrium tyoe o{ behavior
were also required. The resultinag model has little of the conceptual at-
tractiveness of the older models from which it descended, and, in addition,
its great complexity makes its use awkward. As a result it has not been a
widely used model.

An ertirely new and powerful approach was developed by Hedin and his co-
workers for producing a modei based on 0G0-6 mass spectrometer measurements.
Von Zahn and his co-workers have uscd the same technique to develop a mode!
besed on ESRO-4 mass spectrome-er data. Since tt -e modzis are identical in
their mathematical formulatior«, diifering only in their data bases, they
will be described together. |1 koth models, the composition is described in
terms of density variations at a reference altitude zp (450 km {or 0GO-6 and
275 km for ESRO-4) with an altitude dependence which assume- isothermal con-
ditions at higher altitudes at any given time and location. A spherical har-
monic expansion (in geographic latitude-local time coordinates) is used to
fit the density data at <, (in a least-squares sense); the corfficients of
this expansion were determined using the mass spectrometcr data and are tab-
ulated in the model report. A to:al of 37 coefficients is irvolved for each
thermospheric constituent, and variations in densi.y due to solar activity
(F10.7), geomagnetic activity (Ap), time of year (including annual and semi-
annual terms), latitude and locai time (including diurnal, semidiurnal, and
terdiurnal terms) are treated. The form of the dependence of density on
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F10.7is similar to that of the Jacchia (1971) model, except that allowance
is made for a possible non-linearity in the correlation with the 27-day F10.7
variation; such an effect has been suggested by some data from ground-based
observations. The dependence of density on Ap included in these models is
small: the possibility of a latitude variation of the geomagnetic activity
effect has been included. OGnce the density distributions at the reference
altitude and T_ are determined in this way, formulas based on hydrostatic
equilibrium are used to evaluate the densities at all other altitudes above
120 km, where variations in all quantities other than the temperature and the
N~ density are allowed.

The accuracy of these models is on the order of the experimental error
for He and 0 (20% for 0 and larger for He) and about three times the experi-
mental error for N». The root-mean-square error of the models (with respect
to the data that were used in their generation) is on the order of 15-20%.

The merit of a model based cn a least-squares fit to the data using
spherical harmonic analysis is that these functions form a complete set that
can, in principle, represent any degree of complexity in the data by an in-
crease in the number of terms used. Furthermore, since tke spherical harmon-
ics are approximate eigenfunctions of the thermosphere, relatively few terms
should be required. Using this approach, the individual hebavior of the dif-
ferent constituents can be accommodated. Furthermore, as opposed to earlier
models which include only those variations specifically noted by analysts and
purposely incorporated in the model, this type of model can faithfully re-
flect atmospheric behavior present in that data, but not yet discovered by
scientists.

There are two aspects of the mass spectrometer models that limit their
usefulness. Since each model used data from only about two years of satellite
operation, the cuverage in latitude and local time at specified values of
F10.7 and Ap is not really adequate for producing a definitive model. (This
is especially evident with respect to Ay, leading to a restriction of the
models to quiet geomagnetic conditions.? The second limitation is related
to the coverage in altitude. Since the data used in the models were taken
above a particular altitude, no actual measurements of density below these
altitudes could be used. The model predictions at lower altitudes are thus
extrapolations of the model under the assumption of hydrustatic equilibrium.
Hydrostatic equilibrium for an individual gas species probably does not occur
below -200 km altitude, except in the case of molecular nitrogen. Thus, these
models may be suspect at all altitudes below those at which data were taken,
and certainly are unreliable below ~200 'km.

Since the launch of these two satellites, a number of additional space-
craft cartying mass spectrometers have been rlaced into Earth orbit. These
satellites, taken in combination, provide a significant improvement in data
coverage. For example, measurements of atmespheric density and composition
are now available over a wide range of altitudes (~140-600 km), and for a
range of F10.7 of ~75-180 x 10722 W/mZ-Hz. Furthermore, a large data base of
upper-atmopsheric temnerature measurements has been compiled at several
ground-based incoherent scatter radar sites; these data provide complementary
information in the form of direct measurements of temperature with good local
time coverage at particular latitudes over a wide range of solar activity
and all seascas.

The mass spectrome:er-incoherent scatter (MSIS) model (Hedin et al.,
1977a, b) makes us: of measurements of upper-atmospheric compositionfrom mass
spectrometers on five satellites (AE-B, 0GO-6, San Marco 3, Aeros A and AE-C)
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Table 1. Mean values and standard deviations of f
for ESRO-4/MS|S and 0GO-6/MSIS models

N2 0 Ar He
l -

Altitude __]étd.!Factor] _ {Std. {Factor] _ {S:a ]Fcctor!* _ Std. |Factor

(km) f‘idev.,of 2,%4 f [Jdev.|of 2,4 f [dev.|of 2,%; f ldev.|of 2,%
! | - et
. ESRO-4/MSIS
200 b.82 0.09} 0.0 0.75/0.10| 0.0 .76(0.2 1.3 0.8710.7251 1.4
250 p.82}0.12] 0.0 j0.74]0.11] 0.0 [0.76{0.31] 8.1 [0.86(0.24] 2.0
300 [0.84(0.17| 0.4 |0.75/0.11| 0.0 [0.81]0.41{20.) [0.86]0.24] 1.3
350 [0.88(0.25; 2.6 [0.76[0.14f 0.0 0.84/0.49{25.5 10.86{0.23| 1.2
0GO-6/MS 1S i

oo [.16(0.28] 1.3 10.99|0.18] 0.0 | ~--| -- | ~-- 1.1110.34] 3.5
kso {1.27]0.35( 3.3 (1.04|0.20{ 0.0 | -- -~ | ~- 1.12{0.34] 3.9
500 1.3610.41| 6.9 11.09{0.23] 0.1 - = -- 1.14]0.35] 3.7
550 1.4310.44010.8 |1.15(0.27{ 0.3 | --| --}{ -- 1.1510.35{ 3.5

*The last column for each gas gives the values of f that deviate by a factor
of 2 or more from the respective value of f.

and neutral temperatures inferred from incoherent scatter measurements at four
ground stations (Arecibo, Puerto Rico; Jicamarca, Peru; Hillstone Hill,
Mass., and St. Santin, France). The overall data set covers the time period
from the end of 1965 to mid-1975 (effectively a complete Il-year solar cycle),
values of F10.7 cf 75-180, values of Ap up to -100, and is most applicable

to the altitude range 200-600 km.

The model foraulation is virtually identical to that of the 0G0-6 and
ESRO-4 model. The MSIS model is more versatile than its predecessors in that
the N» density, temperature and its vertical gradient are allowed to vary
at the 120 km level, the model may be applicd to periods of moderate geo-
magnetic disturbance, a time-independent north-south asymmetry is allowed in
the densities, and some allowance for noticeable departures from hydrostatic
equilibrium in the diurnal and geomagnetic activity components of the density

below 200 km is made. ’
The various atmospheric species can be crudely ranked as to the absc-

lute error in the model representation of the mean Jensity profile above

150 km: No (~15%), 0 (~20%), He (~20%), Ar (~25%), ki (~50%), and 07 (~50%) .
Fortunately, the atmospheric gas above 150 km is composed primarily of those
species whose errors are the lowest. At 120 km, the tota! density is 30%
below that of the Jacchia (1971) model, primarily because of the lower No
density, which is cioser to that measured by rocket-borne mass spectrometers
than is that in the Jacchia (1971) model. At altitudes above 205 km, the
MSIS model average density is about 15% above that of the Jacchia (1971)
model, well within errors of absolute calibraticn and analysis for both mass
spectrometers and orbital drag studies.

The authors of some density models have compered their models with those
developed previously. A particularly comprehcnsive study was carried out by
von Zahn and Fricke (]978?, who used & statistical approach to compare at
various altitudes the number densities of the species Ny, 0, Ar and He as
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predicted by the ESFO-4, 0G0-6 and MSIS models. All times of the day and
year, latitudes and geomagnetic activity index (Ap £ 13) were sampled; com-
par:sons between the ESRO-4 and MSIS models were made at altitudes < 350 kin
with F10.7 in the range 70-120 (vadues appropriate for the ESRO-4 data base),
while the 0G0-6 and MSIS models were compared at higher altitudes and with
F10.7 in the range 120-170. Table.l presents the resuits of the comparisons
as repcrted by von Zahn and Fricke. The ratios of predicted densities
ESRO-4/MSIS and 0GO-6/MSIS are shown for the four gases as a function of
altitude, along with the standard deviation and the percent of the ratios
which deviate by a factor of two or more from the mean ratio. The ESRO-4
model clearly predicts species densities lower (by 12-26%) than MSIS, vhile
the 0G0-6 model generally predicts densities higher than MSIS. The ESRO-4
ard MSIS models agree better with respect to the standard deviation of the
predicted densities. The systematic increase in the 0G0-6/MSIS ratio with
altitude was aitributed to lower temperatures in the MSIS model. The
distributions of the ratios were found tc deviate substantially from a normal
distribution. The percent of ratios differing by more than a factor of two
is a measure of this effect; it shows relatively good agreement for 0, the
major constituent under most conditions treated, but substantiel disagree-
ment at the higher altitudes in each case for N, and Ar. Further comparison
of seasonal and diurnal variations predicted by the models was given, with
the ESRO-4 and MSIS models usually in better agreement than 0G0-6 and MSIS.
Jacchia (1978) has compared the Jacchia (1977) model with these three models
and found generally good agreement. The Jacchia (12977) model disagrees with
the other models to no larger rxtent than they disagree among themselves.
Jacchia (1978) does point out that the MSIS model, with its treatment of the
semi-diurnal variation, is more accurate with regard to the daily variation
of the atmospheric corstituents below -200 kmaltitude. On the other hand,
the Jacchia (1977) model is probably more accurate in its treatment of the
latitudinal dependence of density variations associated with geomagnetic

artivity

2. COMPARISON OF MODEL PREDICTIONS WITH OBSERVATIONAL DATA

A large number of investigators have compared data from a number of
sources with density and composition predictions made by cmpirical models
of the upper atmosphere. The observational data come from b&th rocket and
satellite expeviments and consist of total atmospheric density inferred from
acceleronzter and satellite drag data as well as direct measurements of
atmospheric composition from mass spectrometers. A great many comparisons
of this tyne have been made using relatively small amounts of data from
various experiments. Although space does not permit a complete review of
such studies, a representative sample of recent work will be described.
Several detailed statistical studies using large data bases have also been
carriud out. Tihe:c gations wiil be described in some detail, emphasis
being placed on irti. .. .a: of one model's superiority over others and on
area. in which modeiz can demenstrably k- improved.

A major problem which arises in ‘hese comparisons is the choice of a

meaningful quantity to calculate. Most investigations have dealt with the
ratio f of the mzasured density to the model density. The average value
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of this ratio, then, is a measure of mean deviation of the model with respect
to "‘actual' densities. This quantity, however, may only represent systematic
errors in the measurements; from a user's point of view, such a systematic
error, if it lies in the model, may be inconsequential because it may be cor-
rected for, once known. On the other hand, the deviations of f from its mean
value are realiy more relevant, for they indicate the ability of the model to
predict variations in upper-atmospheric structur= caused by various gecophys-
ical phenomena.

Although the emphasis here is on the ability of models to predic{ den-
sity and composi:ion as measured by instruments other than those whrose data
were used to build the model, the variability of f i~ illustrated by the dis-
cussion given by Hedin et al. (1974) regarding the characteristic of the data
on which the 0G0-6 model is based. Even here, when f * 1.0, the value of f
for individual data points for the No density ranges from ~0.5 to ~2.0.

With these points in mind, we present here a stort review of comparisons
of observational data with empirical models. A discussion of studies of
total density will be followed by one dealing with composi*ion. Marcos et al.
(1977) described total density data at 140 km altitude taken using the MESA
accelerometer on the AE-C spacecraft during the period April-December 1974.
They compared their data with the CIRA-1972 model and report an average value
of f of 1.07, with a standard deviation of 0.11. Instantaneous values of f
lie in the range ~0.7 to ~1.5. The largest values of f are correlated with
large values of Kp. A latitude dependence of f is evident in their data,
with f increasing from ~1.0 equatorward of 45°, to 1.17 in the latitude range
60-68°. (The_inclination of the orbit is 68°). in even _clearer systematic
variation of f with invariant latitude A is noted, with f = 0.98 at
0° < n <« h0°, f=1.07 at 40° < A <50°, f =1.106 at 50° < & < 6C°,
f=1.14 at 60° < 2 < 70°, and f = 1.25 at 70° < A < 80°. Similar cor-
clusions were given by Rugge (1974) on the basis of accelerometer data from
the spacecraft 1970-48A and 1970-61A. These data suggest that a correction
to the CIRA-1972 model which invioves gcomagnetic coordinates may be valuable;
this suggestion is substantiated by other studies to be discussed below.

Accelcrometer data taken in the latitude rance : 30° bv the CASTOR satcl-
lite during 1975 was recported by Barlier et al. (1977). For data taken
below 40O km at local times between 1200 and 2000, comparison with the
CIRA-1972 modcl yiclded an average value of f of 0.82, with variations in
the range 0.69 to 0.89. Geographical {latitude, longitude) variations of f
were noted, and some geomagnetic contiol was noted. (lnparticular, a region
of enhoynced f appears to be very near the location of the South Atlantic
Magnetic Aromaly.) ]

Champion et al. (1974) reporied total densities derived from studies of
atmospheric drag on the orbits of Cannon Ball 2 (1971-67C) and Musket Ball
(1971-67D) in the altitude range 121-158 km. Comparisons of the data with
¢IRA-1972 yielded mean values of f cxtraordinarily near 1.0: 0.996 and 0.999,
with standara deviations of .116 and .077. The fluctuations of f about the
mean values appear to have some (but not high) correlition with the value.
of Kp and F10.7. For the Cannon Ball 2 data, a vari.ition of f with latitude
was noted, with relatively large values of f occurriag near the poles and
small values near the equator. It is also of intercst to note that, although
Champion et al. (1974) found T ~ .0, Marcos et al. (1977) and Rugge (1974)
found T 1, while Barlier et al. (1977) found F< 1.

Morc detailed comparisons of the local time depci 'a:nce of measurcd total
lensity with madels have been carried out using data trom San Marco 3 (Brog-
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lio et al., 1976) and AE-E (Sharp et al., 1978). Since both of these space-
craft were in low-inclination o,hits, the latitude depcndence of densily
could be considered relatively unimportant in the interpretation of the
analyses. Broglio et al. (1976) reported that density data taken using a
drag balance experiment in the altitude range 200-350 km indicated that the
CIRA-1972 model does not represent variations with local time very well,
especially at the lower altitudes. The parameter R, which gives the ampli-
tude of the diurnal variation, was tound to be altitude-dependent, increasing
from a value ~0.15 at 200 km, to a relatively constant value of ~0.23 above
~ 250 km altitude, This compares with the constant value 0.3 used in CIRA-
1972. Furthermore, the data indicate a significant contribution to the
diurnal variation from & and 6 hour harmonics, and the presernce of two
diurnal maxima at 205 km was noted.

Sharp et al. (1978) compared total density data taken by the cold cath-
ode ion gauge on the eguatorial satellite AE-E in the altitude range 140-300
km with the predictions of the CIRA-1972 and MSIS models. The data show a
transition from a predominantly semidiurnal (12 hour) density variation
below ~180 km to a diurnal (24 hour) variation at higher altitudes. Although
the CIRA-1972 model shows no evidence of this behavior, the MSIS model pre-
dicts this variation quite well.

Barlier et al. (1976), in a description of a method that might be used
to improve the accuracy of empirical models cf tctal density, presented @
comparison of satellite drag data from 09 satellites at altitudes in the
range 180~500 km with predictions of the CIRA-1972 model. Individual values
of f ranged from ~0.48 to ~2.19 and had a distribution close to log-normel
about a mean value near 1.0. Systematic variations of f with parameters
such as latitudc, local time, FIi0.7, altitude and Ap were identified.

Hickman et al. (1978) compared ~32000 in-situ measurements of total
density in the altitude range 135-300 kin made by cold cathode ion gauges on
board the AE-C, -D and -E spacecraft with the predictigns made by several
empirical quglsi__gvaluation of f, the mms error /%%q , and the standard
“eviation v(f - .2 was carried out; the first and third of these quan-
tities are plotted here in Figure 1 for the CIRA-1972, MSIS and Jacchia
(1977) models. The overall averages of f for these models are 1.036, 0.966
and 1.029, respectively; systematic variations of f with altitude are also
evident. The values of T for CIRA-1972 and J-77 are very similar; the ad-
ditional com;lexity of Jacchia (1977) has not led to improvea predictions of
total density. The rms deviations r7rom the mean are 0.191, 9.179 and 0.196
for the three models and show weal altitude dependences.

The preceding discussion has been limited to total density predictions.
Mass spectrometer data which bear on the compesiiion of the upper atmosphere
have been available in quantity since the launch of 0G0-6 in 1969. Since
then, substantial amounts of data have been obtained by instruments on San
Marco-3, ESRO-4, and the AE satellites. These data indicate that earlier
static models with constant bouandary conditions near the turbopause altitude
cannot accurately represent the seasonal, diurnal, and geomagnetic activity-
related variations of ail the atmospheric constituents, especially in the
lower thermosphere ( ~100-~200 km). The requirement that predictive models
represent the composition variations (which are largely hidden when only
total density is measured) has led to increased complexity of newer models,
as discussed earlier. Here we shall assess the predictive capability of
some of these models, as evidenced by comparison with mass spectrometer data
from several spacecraft., As in the case of total density, most comparisons
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have been made with relatively small data sets; such s. dies generally can-
not isolate systematic variations. We shall concentrate here on more large-
scale investigations, whose results might lead to improved predictive cap-
ability.

Kasprzak and Newton (1976) compared composition measurements of thc
San Marco 3 magnetic mass spectrometer below 280 km with predictions of the
0G0-6 model. Since Sar Marco 3 was in a low inclination orbit, local ti.e
variations could be clearly discerned. In yeneral, the measured total oxygen

. + 20,) density and 0G0-6 model predictions were found to agree to within
230%, while agreement for N, was within +40%. For both of these constituents,
systematic local time variations in f of ~+15% were noted. Little systematic
altitude variations were seer. Agreement between measured and model He
densities was considerably worse: f ranged from ~0.3 to 5, with systematic
local time dependence (low values of f during the day and large values at
night) and altitude dependence (f decreasing with altitude). The points of
disagreement between measured local time variations »f the composition and
the 0G0-6 model were attrit “ei tc the fact that the 0G0-6 model invclves an
exirapolation of data taken at ~450 km using diffusive equilibrium assump-
tions. The data indicate a strong deviation from diffusive equilibrium, es-
pecially for He, below ~20C «m altitude. |t was also noted that the CIRA-1972
model, which has fixed lower bourndary conditions for both ternperature and
composition, accurately predicts neither the observed diurnal variation am-
plitude nor the observed phase of tne He density variation.

Fricke et al. (1976) compared 8000 composition measurements from the gas
analyzer on the ESRO-4 satellite i the altitude range 250-300 km with the
predictions of the CIRA-1972 modei. They found tha:, for total dern.ity, f <1
at these altitude~, with the value of f increasing from ~0.8 at 300 km to
~0.55 at 250 km. For atomic oxygen, f = 0.66 at 275 km, whereas f for N, is
~1.99; thus the overestimate of 0 in the model is partially offset by the
underestimate of M., leading to a total density prediction only -107 too high
at 275 km altitude. Whereas the variations of the measured densities about
their mean valucs for 0 and N~ are nearly normal, the variations for e and
Ar are quite skewed, with long tails toward Figher values. Un average, helium
densities are scriously overestimated by CIRA-1972, wherecas argon densitics
are underestimated. Seasonal variaticns in the 0/N~ ratio clearly demon-
strate the effects of thermospheric circulation on the ‘istributions of
these constituents  Tre CIRA-1972 model, although reasonably accurate f.r
predictions of total density, does rot distribute opbserved total density
variations correct.y among the various species.

Von Zahn and Fricke (1978) carried out : very detailed comparison of
composition data taken bv the ESRO-4 gas analyz-r at 275 km with the ESRO-4
and MSIS models. Although on average, the ESRJ-4 model fits the ESRO-4 data
for N-, 0, Ar, and He better than does the MSIS model, the standard devia-
tions of f for the two models are almost identical {(0.25, 0.17, 0.33, and 0.27
for N-, 0, Ar, and He, respectively), indicating that the models represent
the composition variations equally well at this altitude, even though no data
from ESRO-4 wire contained in the MSIS data base. The discrepancics in f for
the four constituents (0.87, N.73, 0.75, and 0.87) for the MSIS model were
noted and attributed tc uncertainties in the absoluie sensitivities ef the
various mass spectrometers which coniributed to the MSIS data base. The
major contribution of von Zahn and Fricke (i276) lics in their investigatior
of the density residuals that arisc in comparing thc FSRO-L measurcments
with the ESRO-4 model. In addition to transicnt phenomena, such as gravity
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waves, which affect the density in a way which is effectively unpredictable,
there appear to be systematic features of thermospheric structure that are
not contained in present mod ls. Von Zahn and Fricke demonstrated variations
in the four atmospheric constituents that are under geomagnetic control.
Figure 2 shows their analysis of log f as a function of longitude and geo-
graphic latitude for the four constituents. A clear concentration of values
of f > | near the geomagnetic poles is evident for the heavier species N, and
Ar, whereas f< 1 generally near the geomagnetic poles for 0 and He. A sug-
gested improvement in the model, then, is the addition of a sinusoidal varia-
tion in longitude for the individual gas densities whose amplitude and phase
depend on latitude. A similar improvement could be achieved by using both
geograplhiic and geomagnetic coordinate systems in future models.

In addition to in-situ measurements of thermospheric composition by
earth-orbiting spacecraft, incoherent scatter radar provides a ground-based
method for measuring a number ..f quantities of relevance here. Alcayde et al.
(1374) compared long-term variations of daytime observations at ~45°N lati-
tude of the atomic oxygen concentration in the 200-400 km altitude range and
the ratio of atomic to molecular species at ~200 km with predictions made by
the CIRA-1972 model. Two years of data for the atomic oxygen concentration
at 200 km indicate that the CIRA-1972 model is, on average, quite good, but
that variations in f for atomic oxygen ranging from ~0.3 to >3.0 occur. A
semi-annual variation in f is evident, with maxima near the equinoxes; a de-
crease in f with increasing geomagnetic activity is also noted, a behavior
consistent with the effects of global-scale circulation changes associated
with geomagnetic activity. Data reported by Alcayde et al. also indicate
that CIRA-1972 predicts tota:! mass Jensity better than it does the density
of individual atmospheric species. Thus, the incoherent scatter measurements
lead to the same general conclusions reached on the basis of mass spectrometer
measurements: a model with constant boundary conditions near the turbopause
and assuming diffusive equilibrium cannot adequately represent variations in
atmospheric composition, although it can predict total density with reason-
able accuracy.

3. CONCLUDING REMARKS

We have reviswed the formulations and characteristics of a number of em-
pirical models of thermospheric density and composition. Today's models are
much more accurate (and complex) than were the first standard models of twenty
years ago. Models produced prior to 1970 were developed from data bases with
significant limitations. Most of the data were from satellites with perigee
altitudes above 250 km and were based on drag calculations, yielding only
total density. The orly advantage these models have over more recent models
is their greater simplicity and the many years of experience which some groups
have had in using them. More recent models are more suitable except for those
situations where only total density is required and some loss of acc racy can
he tolerated In cxchange for small, fast computer code or where thr. -ost of
replacing present software greatly exceeds the benefits achievable by the use
of better {(but still far from perfect) models.

The best models for general use are probably CIRA-1972 and MSIS. Al-
though CIRA-1972 is more widely used, the MSIS mode! is particularly appropri-~
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ate when preaictions of compositions are required, or when the altitude range
of interest extends to below ~200 km. Furthermore, CiRA~-1972 requires numer-
ical integration of the diffusive equilibrium equation for each gas; this is
a time-consuming procedure. Jacchia's (1977) model, although limited in the
amount of low altitude data used in its formulation, does describe the global
distribution of the individual species in a manner consistent with recent ob-
servations. The major objection to this mode! is its complexity and result-
ing inconvenience of use. Jacchia (1978) has recognized this, and a simpler
version of the model is forthcoming.

The overall accuracy of the recent models can be summarized as follows.
On the average, the models are as good as are measurements of atmospheric
density and composition. This is evidenced by the fact that some measurements
find T > 1, while others find f < 1. We interpret this situation as being due
to systematic instrumental inaccuracies. However, individual measurements of
f show a scatter of about a factor of 2 (above and below) the mean value, with
a standard deviation of about 15-20% for the total density and larger values
for some of the individual atmospheric constituents.

_ That a model must be accurate is ovbvious. Less obvious is how the ac-
curacy is to be characterized for a particular use. A perfect description of
the atmosphere is the ideal, but some kinds of inaccuracies are unimportant
for specific applications. A satellite system designer who is required to
estimate the orbital lifetime until reentry of a satellite designed for a
two-year lifetime may be quite satisfied with a2 model having the correct mean
value when averaged over a month's time span even if the errors averaged over
a single orbit are quite large. On the other hand, a tracking station oper-
ator may attach no importance at all to the long-term mean behavior of the
atmosphere (which could be empirically adjusted for in day-to-day operations)
if the model could only accurately predict the short-term variations.

Why is it that models do not do a better job of predicting thermospheric
density? Part of the answer lies in the selection of parameters to charac-
terize conditions in the thermosphere. For example, the amount of EUV heat-
ing is often measured by the 10.7 cm solar flux. The 12.7 cm flux itself
cannot significantly heat the upper atmosphere. |t has been established,
however, that there ic a reasonable correlation between the EUV flux and the
10.7 cm flux. This correlation is only approximate and may not be adequate
for use in accurate models. However, the 10.7 cm flux is measured regularly
and hence it is readily available; better a ''fair' index than none at all,

A cimilar situation exists with respect to the energetic particle heating
which occurs during geomagnetic storms. This heating is related to disturb-
ances in the Earth's magnetic field, but the relationship is undoubtedly not
adequate for high accuracy models. There is a need for new parameters to be
made available which more directly characterize phenomena which affect the
thermosphere. Although this neea has been recognized for over a decade, no
significant new parameters have emerged.

As described by some investigators (e.g., Marcos et al., 1977; von Zahn
and Fricke, 1978), systematic variations of f (for both density and composi-
tion) with geomagentic, or invariant, latitude and geographical longitude
are evident. Ordering of the data with respect to one of these parameters,
which are really equivalent since their use is meant to represent variations
induced by geomagnetic phenomena (the geomagnetic dipole axis not being coin-
cident with the earth's axis of rotation), could presumably improve existing
models. Furthermore, if accuracy, rather than convenience of use, is the
overriding consideration in the development of a model, the assumption of
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diffusive equilibrium for the individual constituents should be laid aside,

at least below ~200 km altitude. (An initial attempt in this area was made
in the MSIS model.) As noted ear!ier, although the total density is well
represented in the models, substantial inaccuracies still exist for the den-
sities of individual constituents there. Such a modification would lead to
models of greatly increased complexity, and their use might be warranted only
for applications in which very accurate composition predictions are required.

The conventional view of the progress of modeling efforts over a period
of time is of a number of evolutionary stages. In the early days there are a
number of measurements, but little understanding of the physical processes
which are in control. At this stage, one is forced to represent the data by
some other general method such as polynomial expansion (in one dimension) or
spherical harmonic expansion (for data on a spherics' surface). As under-
standing of the modeled behavior improves, there is a replacement of these
equations of general applicatility with more specific equations based on the
ever-improving understanding of the underlying physics which govern the situ-
ation. For empirical thermospheric modeling it i, curious to note that the
trend seems to be in the opposite direction. Even though theoretical modeis
have led to a significant increase in the understnading of atmospheric dy-
namics, equations based on a simplified model of some physical process are
giving way to descriptions based on spherical harmonic expansions. The overly
simplified picture used as the basis for early models has shown itself to be
inadequate for use in high accuracy models. Thus we see the retreat to more
empirical kinds of formulacions. The diffusive equilibrium approac , which
cannot accommodate some of the dynamical effects such as are producer by
horizontal winds, may be too simple a basis for present-day requirements.

An alternate approach, so far not tried, wouid be to attempt to incorporate

a more ccmplex underlying physical model in place of the current diffusive
equilibrium equation schemes. Perhaps a rather simple two or three dimen-
sional model, with terms corresponding to horizontal transport and similar
effects, could be developed. |f such an atmospheric model is to be used for
the same purposes as present empirical models, the aim would have to be to-
ward a relatively simple model with good computational efficiency rather than
toward inclusion of all known physical processes. Some parameterization of
unmodeled effects would still be required.

On the other hand, even if such improvements were made, it is not clear
that extremely accurate models are really possible. Gravity waves and other
transient disturbances affect the density in a seemingly random fashion. It
may be that uitimately we will be able to accurately predict the average
state of the atmosphere, but not be able to predict short-term (e.g., on a
t'me scale shorter than a few hours) departures from this average state.
in the language of the meteorologist it may be that we can predict the "cli-
mate'' but not the ''weather.'" It is not clear at present what the ultimate
accuracy of models can be. There is still much to be done in developing the
theoretical understanding of thermospheric behavior, particularly the inter-
action of the thermosphere with the mesosphere below and the magnetosphere
above.

Although there is no immediate prospect of a revolutionary improvement
in the accuracy of thermospheric models, there are, nevertheless, guod rea-
sons for believing that prediction of thermospheric behavior may undergo sig-
nificant improvement in the long run. Unlike tropospheric weather prediction,
there does not exist the problem of local geography zausing small-scale local
differences. Propagation times for disturbances are of the order of hours,
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which helps to smooth out perturbations quickly. The coupling between the
mesosphere and the thermosphere and the unknown behavior of the atmosphere in
the region near 90 km is a problem, as is the lack of routine monitoriny of
the state of the entire thermosphere hy the equivalent of present meteoro-
logical satellites which monitor the 1 oposphere and stratosphere. As remote
sensing techniques are developed and applied 0 the mesosphere and lower
thermosphere, we may reasonably expect that there will be steady, though
probably not spectacular, progress towa:-d high accuracy models.
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SOLAR-INDUCED VARIATIONS OF ENVIRONMENT AFFECTING
MANNED SPACE FLIGHT AND SPACECRAFT OPERATIONS

William G. Johnson, Thomas A. Parneil,
and William W. Vaughan
Space Sciences Laboratory
NASA George C. Marshall Space Flight Center
Huntsville, Alabama 35812, USA

Emphasis in the paper is upon the induced variation of the
environment in the areas of spacecraft charging,radiation effects,
and orbital lifetime together with an evaluation of current pre-
diction value and future needs.

Spacecraft operating at geosynchronous orbital altitudes
have experienced operational anomalies due to electrical dis-
charges that occurred when dielectric surfaces of the vehicle
were charged by interaction with the ambient plasma to levels
above breakdown voltages. Correlations between the time of occur-
rence of the anomalies and solar activity appear to exist. As the

size of spacecraft operating at geosynchronous altitudes increases,

the present practice used to avoid anomalies may not be economic-
ally feasible. An ability to accurately predict the solar-induced
variability of the plasma environment at spacecraft orbiting alti~
tudes could permit refinement of design criteria and, possibly,
development of operational techniques to contrcl deleterious
results of anomalies.

The effects of the energetic particle environment on space-
craft operations generally increase with the orbit altitude and
inclination, as do solar-induced variations in the radiation
environment. The influence of the radiation on spacecraft mater-
ials, systems, and manned operations is summarized. Areas, such
as solar flare models, where improvement in predictions would
reduce the impact on operations are discussed.

Spacecraft lifetimes are a direct function of the short-
and long-term variations in the orbital aititude atmospheric
density environment. These variations are due to the heating of
the Earth's upper atmosphere by solar radiation. The effect of
density on the orbital lifetime increases with decreasing orbital
altitude. The importance of these variations is found in the re-
quirement for orbital performance capabilities which will insure
design lifetime, definition of orbital dynamics for nonspherical
spacecraft, and the assessment of lifetine potential for space-
craft in orbit. Estimates of short- and long-term solar activity
levels are critical input to these calculations,
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INTRODUCT ION

This paper is divided into sections according to the principal topics.
The first section provides a description of the major problems and needs for
solar predictions associated with spacecraft operational anomalies related to
electrical discharges when dielectric surfaces of the vehicle are charged by
interaction with the ambient plasma to levels above :he breakdown voltages.
The second section treats the effects of cosmic radiation on spacecraft mater-
ials, systems, and operations. Solar influences and the need for improved
predictions of solar activity will be presented and areas noted where satel-
lite and spacecraft operations can be improved. The third section discusses
the need for improved solar activity predictions relative to the estimation of
spacecraft orbital lifetimes. The last section summarizes the need for more
accurate solar activity predictions to serve the requirements of the preceding
three problem areas associated with spacecraft design and operations.

SOLAR PREDICTIONS AND SPACECRAFT CHARGING

A discussion of possible relationships between solar states and the
charging of spacecraft in high-al '*ude orbits would be speculative. This is :
not a totally surprising condition It is similar to that which now exists in :
the area of solar-weather relationships. |In that field, it currently appears
reasonable to assume that there are causative, connective chains relating the
state of the Sun to the state of terrestrial weather. A large number of cor-
relations have been suggested, and at least portions of a number of causative \
chains have been proposed. Yet, currently no single such chain has been vali-~ F
dated in its entirety. Further, as more data have become availabie, and as
our understanding of the system has increased, many of the correlations which
initially seemed significant have proved to be not well founded. In the case
of spacecraft charging, DeForest (1977) has provided an excellent evaluation
of our current state of knowledge: ''We are still finding new plasma phenomena
at geosynchronous orbit. We understand the overall patterns fairly well and
are making projress on understanding such things as waves. But one must
remember that this is a very complex environment.'!' He observes in connection
with changes in the environment that result in observed anomalies in opera-
tions of the spacecraft: "A convenient comparison is to say that substorms
are like the earthly thunderstorms that we can predict and understand reason-
abiy well. Many of these unusual events are like tornadoes. We know they
are associated with larger events and they are potentially dangerous.'

At altitudes above 120 km, the electrical characteristics of the atme-
sphere are, perhaps, the characteristics of greatest interest. From the
earliest days of space research it was recognized that measurements of the
ambient environment from an orbiting spacecraft were contaminated by the
effects of wtion of the spacecraft through the atmosphere and by the effects

of the electrical state of the spacecraft on the environment. For typical
treatments see, for cxample, Davis and Harris (1961), Singer and Walker (1962), *
Parker and Whipple (1970), Parker (1976), and Whipple et al. (1974) . Hence, -

the state of charge of an orbiting spacecraft has been a long-standing area of
interest. However, as us=d in this discussion, ''spacecraft charging' shall be
defined to be essentially the inverse of the problem alluded to previously.

It is the effect of the environment on the electrical behavior of a spacecraft.
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Fredricks and Scarf (1973), repcrting the results of an investigation of
operational anomalies occurring in spacecraft in geosynchronous orbit, identi-
fied a class of anomalies which appeared to be clearly associated with iho
interaction of the spacecraft with the space plasma. McPherson, Cauffman and
Schober (1975) showed the time of occurrence of the events to be strongly cor-
related with local time in orbit, predominantly occurring in the midnight to
dawn quadrant. An analysis of ATS-6 spacecraft charging events by Reasoner
g&lgl.(l976), revealed a similar distribution in time. These observed cor-
relatiors suggested as a phvsical explanation of the observed anomalies the
coupling of the electromagnetic radiation, generated when electrical dis-
charges occurred between differentially charged external surfaces of the
spacecraft, into the sensitive bistable logic circuits. The differential
charging occurred when the dissimilar exterior suriaces were expased ‘o
""clouds of hot plasma" in the region of the magnetosphere tail.

Inouye (1977), reporting an analysis of a more extensive set of anom-
alies of the types reported by Fredricksand Scarf, failed to find the strong
correlation with local time in orbit. He found, at best, a weak correlation
of certain subsets of anomalies with magnetic activity indexes. The strongest
correlation was found to be with day of the week, with a "significant' in-
crease in the rate of occurrences taking place during the week end. Inouye
suggests two possible causes for the observed effect, one associated with the
change in usage rate of the spacecraft on the week end and the other with in-
fluences of the Canadian Power Network on the magnetosphere.

Robbins and Short (1577) have analyzed anomaiies occurring on the
Skynet 2B spacecraft during 1975-1976. They conclude that the anomalies were
due to electromagnetic rf interference generated in the vicinity of the space-
craft. They found no correlation between the rate of occurrence of the anom-
alies and local time in orbit and oniy a weak correlation with geomagnetic
activity. They did observe a relatively significant increase in the rate of
occurrence during the eclipse seasons which they suggest ''may be associated
with photoemissive effects and changes in spacecraft Sun angle.'

An analysis of the RCA Satcom 3-Axis Spacecraft operational experience
by Napoli and Seliga.(1977) failed to reveal "any anomalous behavior that can
be attributed to the effects of spacecraft charging.' They identify the pre-
cautions that were taken in the design and development of the spacecraft which
they believe reduced the potential for uncontrolled charge buildup or the ex-
terior surfaces and increased the immunity of internal circuits to EMI should
external discharges have occurred.

Baugher (1978), on the basis of preliminary analysis of approximately
9 months of ISEE operational data, finds no charging events of the magnitude
observed on ATS-6. The ISEE spacecraft were designed with the ATS-6 exper-
ience in hand and with an objective of reducing uncontrolled influences of
the carrier vehicle on the environment. Hence, control of charge accurulation
on the spacecraft surface was a primary desian consideration.

The precise criteria that a spacecraft is to be designed to meet are
determined invariably by compromise. Although frequently not definitely
enunciated, cost is always a consideration of primary concern. Recent ex-
periences appear clearly tc indicate that much of the information needed to
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design spacecraft that are immunc to upset because of charge accumulation is
now available. In the case of smaller spacecraft, it appears that many of the
design practices that reduce charge buildup (e.g., interconnection of thermral
protection blanket reflective layers, conductive coating on solar-cell covars,
cenductive thermal contrel paints, etc.) and of those that increase immun;ty of
internal electronic circuits to surface discharge-induced EMI (e.g., separation
and shielding of signal cables, layouts to reduce signal cable leng.hs, single~
point grounding, etc.) can be economically applied.

NASA is cu'rently contemplating spacecraft to be operated at geosynchro-
nous orbital altitudes in which solar cell array areas wili be measured in
thousands of square meters, in which thermal control systems will be of similar
sizes, in which commanc and control functions are to be executed from widely
cistributed points and signal cable runs may he measured in hundreds of neters,
and in which voltages and power densities will be many orders of magnitude
greater than on present spacecraft. It is not yet obvious that de:igns which
weuld be justified for smaller si.ed vchicles can be economically applied in
toto to spacecraft of the sizes envisioned. Hence, it seems probable that the
protection of these future spacecraft will involve combinations of the protec-
tive designs that can be economically incorporated and of operational proce-
dures to reduce the consequences of surface charge accumulations.

Durirg the past decade, as more data have bccome available on the occur-
rence of spacecraft charging events and on the behavior of the ambient environ-
mant, the ability to hypothesize satisfying causative mechanisms appearsc to
rave decreased. The relatively simple modei advanced to explain the early
observations of charging events reported by Fredricks and Scarf (1973) does not
sufficiently explain the more extensive observations ruported by Inouye (i977)
and by Robbins and Short (1977). Models of the environment and its behavior
have increased in complexity. Certainly, we are not now at a point at which
we can precict, or the basis of observaiion of tne state or behavior of the
Sun, *he bonavior of the majgnetosphere and plasmasphere that would lead to a
spacecraft charging evert. Nevertheless, it does not appear irrational to
assume the existence of causative chains relating solar bhehavior to the elecc-
trical behavior of the atmosphere at geosynchronous orbital altitudes. The
benefits that would accrue to the cperation of complex spacecraft in that
region if our understan/ing of the behavior ct the environment were sufficient
to permit a predictive capability appear evident.

SOLAR PREDICTIONS AND THE RADIATION ENVIRONMENT

The ubiquitous radiation in space, now reasonably well known in particle
content, energy spectrum, and spatial extent, continues to be a principal con-
sidecation in both manned and unmanned spacecraft. Even though the radiation
environment external to and within spacecraft has received extensive analytical
treatment and measurements (Burrell et al., 1968: Warman, 1971; Watts and
Wright, 13976) and radiation effects on materials components and man have been
studied in considerable detail (Hill, 1978), the radiation problem still must
be considered on an ad hoc basis for each mission., The reason for the con-
tinued necessity for an evaluation of radiation effects is threefold. First,
new and unanticipated effects of the radiation frequently arise (May and Woods,
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1978; Fishman and Austin, 1976). Second, the radiation variec rapidly with
orbital parameters (not only in intensity, but in particle types urd prominent
effects). Third, temporal variation in the radiation environment, caused by
solar activity, increases the complexity of predicted radiation levels for many
space missions. All three of these faciors reduce the effectiveness of a
cookbook approach to predicting radiation effects. This section pressnts a
brief survey of the main cons_ituents of the radistion environmant and some of
the more obvious radiation effects, with emphasis on the corstituents that
vary with solar activity.

The effects of r-adiation on materials, components, and man vary widely
and cover a large range in radiation dose and particle flux. The deleterious
effect of the radiaticon may depend on either total dose, dose rate, particle
identity and energy, or a combination of these. The effact may vary from
background noise in a sensor at a low particle flux to the change in charac-
teristics nf thermal control surfaces at ~10°rads total surface dose. In
Figure 1 (adopted from Hill, 1978) some accumulated data are presented showing
the approximate ranges of radiation dose that affect a rnumber of common
materials and devices. Such a presentation does not carry information on
variations due *o the factors mentioned previously but indicates the dose
range for which further analysis must be carried out in mission design and
planning.

An example of sensitivity to a particular radiation constituent are the
various ef -~cts of the heavy nuclei which are present in the galactic cosmic
ray flux and in solar flares. Although these particles carry only a small
fraction of the total dose (in rads) at all altitudes up to geosynchrcaous,
sume effects are quite pronounced. These particles have recently been shown
to produce a significant rate of transient errors in digital logic (Binder
et al., 1975; May and Woods, 1978), and this effect will influence further
miniaturization of large-scale integrated circuitry tor use in space. These
particles also produce significant noise in certain types of sensors
(Fishman and Austin, 1976), and their influence on man and other biological
systems has not yet been fully assessed (Benton et al., 1977).

Table ! shows radiation limits previously established for manned opera-
tions in space. The dose limits are established in rems (radiation equivalent,
man) in which greater significance (quality factor) is given the heavy
particles. Thus, a dose expressed in rads will be somewhat higher when con-
verted to rems for space radiation. These limits are set sufficiently high
that they nave not imposed significant rest-ictions on previous manned space
operations, and this will probably continue to be the case for missions in
low-altitude, low-inclinaticn orbits and sicy times of a few months. However,
the trapped belt radiation varies rapidly with altitude and inclination of
the orbit, and planning for many future missions will bDe concerned with cpera-
:ional limitations due to radiation. Also, at inclinations greater than ~50
degrees at low altitudes and for all inclinations at altitudes of »5 Earth
radii, the impact of solar activity, especially solar flares, becomes of par-
ticular concern.

Considei ing now the radiation dose that can be anticipated in a typical
spacecraft situation, Table 2 gives some representative exampl'es from zalcula-
tions. For a large space structure the dose calculations for 5 gm/cm® of
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TABLE 1: Suggested exposure limits (rem)“

Constraint Bone Marrow
Avg. Daily Rate 0.2
30 Days 25
Yearly 75
Career 400

“ MRC Publication 1437, “"Radiation Dose Levels for

File Memo FA, 2-10-67. 1967

kin

Skin

2

0.6
75
25

1200

Ocular Lens Testes
0.3 0.1
37 13
112 38
600 200

Apollo {rew Members,"

TABLE 2: Predicted radiation dos: for one yesr exposure (rads)xx

0.1 gm/cm? Shielding

5.0 gm/cm” Shielding

“rapped + Cosmic Ray Solar Flarest Total

Orbit Trapped + Cosmic Ray
400 km/30° koo
400 km/90 15000
Geosynch ~3 X 10°

" From J. W. Watts and J. J. Wright, NASA Marshall Space

i Cycle 21, 0.99 confidence, Solar Maximum

J5

oA

- 32
80 108
250 550

Flight Center



shielding might apply to a typical internal point. Comparison of Figure 1 and
Table 1 shows that at all altitudes and inclinations there are some restric-
tions imposed by the radiation environment on the application of certain
materiais and components. For the higher inclinations and altitudes manned
operations will be limited in duration by the radiaticn exposure limits, and
at the higher altitudes extravehicular activity in space suits may be prohib-
ited.

The space radiation environment of significance in this discussion, up
to geosynchronous altitudes, consists of three components: the galactic cosmic
radiation, the trapped radiation belts, and solar flare particles. All three
components are influenced to some degree by solar activity. Many aspects of
the particle radiation environment and temporal changes caused by soiar activ-
ity are covered in Working Group B3 of the Solar-Terrestrial Predictions Work-
shop.

The galactic cosmic radiation consists of the nuclei of the elements and
electrons. A recent description of the characteristics of the flux may be
fourd in Meyer et al. (1974). The nuclei are predominant in number above a
given energy and deposit essentially all of the radiation dose. The cosmic
ray nuclei reaching Earth nave energies greater than~30 MeV/nuclecn, and the
mean particle energy is near GeV. Thus, the particles are very penetrating,
and spacecraft shielding is not very effective in reducing dose. In all
orbits, ~5 to 10 percent of the total dose (in rads) within typical spacecraft
shielding is due to cosnic rays. Because of the unique effects of the highly
ionizing heavy nuclei in cosmic rays, they often must Lt> considered separately.

The part of the cosmic ray energy spectrum below ~2 GeV/nucleon is influ-
enced by solar activity via interplanetary magnetic fields carried there by
plasma from the Sun. This modulation of the galactic spectrum creates a maxi-
mum in the differential energy spectrum of cosmic rays between 200 and 800
MeV/nucleon, depending upon solar activity. Similarly, the integral number of
the particles is affected as a function of solar activity. Although other
short-term variations in galactic cosmic ray intensity occur, the variation
with the ll-year solar cycle is the only one of significarce in radiation
effects considerations.

This variation would cause approximately a factor of 2 varietinns in
cosmic ray dose within spacecraft at geosynchronous orbits and es.entially
none in low-Earth, low-inclination orbits. The radiation dose in spacecraft
structures due to cosmic rays has been treated by Curtis and Wilk ason (1971)
and Burrell and Wright (1972). The influence of secondary heavy nuclei has
received some consideration, but not large cosmic ray showers,

The trapped belt radiation has received extensive attention in the liter-
ature. See, for example, the '"Trapped Radiation Handbook,' Cladis (1977). In
terms of solar-induced variations there are two general cases of significance
in radiation effects prediction. The first is the influence of solar cycle
activity on the inner belt proton populations, which has been summarized by
Chan et al. (1977). This variation in particle population will produce long-
term (11-year) variations of about a factor of 2 in radiation dose race within
spacec-aft for low Earth orbits. |t is to be noted that und@rtainty in
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predicted dose rates is of the same order, especially in low Earth orbits
where the gradient of particle flux with altitudes is steep.

The second general case of variation is tiat of the outer belt electrons
which produce most of the radiation dose at geosynchronous orbits. The elec-
trons produce radiation dose directly at thin shielding thickness (<1 gm/cm?)
and via bremsstrahlung X-rays at greater thicknesses. The bremsstrahlung dosz
is hiok!y dependent on the shielding material. |In addition to long-term (11-
year) variations, the outer belt electrons undergo order of magnitude changes
in flux over time scales of weeks. As a result, radiation dose calculations
for long periods use models of the flux which average over these variations
(Vette and Singley, 1972). |If dose rates become significant for short periods
(e.g., manned missions to geosynchronous orbits), a probability distribution
method for predicting dose for the outer belt electrons will need to be
developed.

When predicting radiation effects due to solar flares, the temporal vari-
ations are a dominant feature. Solar flare radiation is a significant hazard
for orbital inclinations greater than ~50 degrees and altitudes above a few
Earth radii. The individual solar particle events vary in particle constitu-
ents, energy spectra, and particle fluence per flc.e. Usually a few very
large flares dominate the total particle fluence for a solar cycle. Because
of the quasirandom nature of the flares, radiation uwoses from flares are ex-
pressed in terms of probability models. Burrell (1971) developed such a model
and performed sample dose calculations based upon deta of the 19th solar cycle.
King (1974) has summarized data from the 19th and 2Cth cycles and extended
Burrell's statistical model to predict solar proton fluence probabilities for
the 21st cycle. The data of Table 2 indicate that so.ar flares present signif-
icant radiation problems, especially for manned flight beyond low Earth orbit.

SOLAR PREDICTIONS AND SPACECRAFT ORBITAL LIFETIME

A semi-analytical method is used in most spacecraft orbital lifetime pre-
diction models to estimate the decay history and the lifetime of a near-Earth
orbiting spacecraft perturbed by atmospheric drag. For most near-Earth orbits
with small eccentricity, the perturbations due to other forces (i.e., solar-
lunar gravity perturbations, solar radiation pressure, and electromagnetic
effects) are overshadowed by the effects caused by uncertainties in the calcu-
lation of atmospheric drag. For this reason, efforts to incorporate additional
perturbing forces are often unwarranted. The approach used to estimate the
orbital decay usually adopts a combination of general and speciai perturbation
techniques so that the .nalysis preserves sufficient rigor to insure accuracy
and adequate numerical emphasis to include a rather sophisticated atmospheric
density model in an efficient simulation. Basically the procedure is to
extend a system of ordinary differential equations for a set of well-defined
mean orbital elements which describe the complete motion of a spacecraft about
an oblate Earth to include numerically the drag offect due to a rotating atmo-
sphere. The program is designed with the chjective that it can provide a
means to estimate, with reasonable accuracy, the orbital decay history and the

orbital lifetimes efficiently and quickly. Figure 2 illustrates the principal
inputs and components of a spacecraft orbital lifetime and decay prediction
procedure.
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A major difficulty in predicting the orbital lifetime of an orbiting
spacecraft results because the future characteristics of the atmospheric
density are not deterministically known. This makes it necessary to specify
orbital lifetimes in a probabilistic manner. Comparisons of predicted space-
craft decay versus actual observed decay reveal deviations which can be attri-
buted to an inadequate deterministic atmospheric model, noisy tracking data, or
deviations in the stochastic variables associated with the lifetime prediction
problem (i.e., ballistic coefficient, solar flux, and geomagnetic activity).
The ballistic coefficient is a function of the spacecraft mass, drag coef-
ficient, and effective cross section area. It is observed to vary with the
spacecraft orientation and flight region. In addition, predictions of the
solar flux and geomagnetic activity values, over either short or long periods
of time, are available only in terms of statistical predictions with signifi-
cant uncertainties (Liu, 1975).

Straus and Hickman (1978) have described the characteristics of several
widely used atmospheric density models and have reviewed studies in which the
predictions of these models have been compared with observational data. They
have also assessed the relative advantages and limitations of the models in
current usa. They conclude that models produced prior to 1970 were developed
from data bases with significant limitations. The overall accuracy of the
recent models is summarized as, on the average, as good as the measurements of
atmospheric density and composition. Individual calculations of the ratio for
measured to model values show a scatter (standard deviation) of approximately
15 to 20 percent for the total density. For long-term spacecraft orbital (ife-
time estimates a model with a correct mean density averaged over several months
is quite adequate even if the errors averaged over a single orbit are quite
large.

The upper atmosphere density is strongly influenced by the changing
levels of solar activity. This, in turn, directly affects the spacecraft drag
and orbital lifetime. It is the ultraviolet solar radiation that heats and
causes structural changes in the Earth's upper atmosphere. One component of
this radiation relates to the active regions on the solar disk and varies from
day to day; whereas the other component relates to the solar disk itself and
varies more slowly with the l1-year solar cycle. The atmosphere reacts dif-
ferently to each of these two components (NASA, 1973).

The 10.7 cm solar flux is generally used as a readily available index of
solar ultraviolet radiation. It also consists of a disk component and an
active area component. When the 10.7 cm flux increases, there is an increase
in the upper atmosphere Jensity. For a given increase in the disk component
of the 10.7 cm flux, however, the density increases much more than for the same
increase in the active area component. For all practical purposes the active
area component is linear' y related to the daily 1.7 cm flux and the disk com-
ponent to the 10.7 cm flux averaged over a few solar rotations (i.e., six is
recommended by Jacchia (1977). Therefore, ~he need exists for accurate predic-
tions of the 10.7 cm soler flux, or preferably the ultraviolet radiation, for
periods of a few weeks up to 10 or 15 years in the future in order to compute
the expected atmospheric density values for use in orbital lifetime prediction
models. The orbital lifetime is inversely related to the upper atmosphere
density.
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An error, for example, in the prediction of the peak in the average
solar activity on the ascending slope of the solar cycle by +30 percent, for a
spacecraft at approximately 400 km altitude and having a nominal predicted
lifetime of approximately 20 months, produces a decrease in the lifetime by
approximately 30 percent. While this linear error relationship does nut hold
fo- all combinations of variations in solar activity, orbital altitudes, and
ballistic factors, the example does illustrate the importance in the cevelop-
ment of either a deterministic long-term solar activity prediction procedure
or a statistical procedure with much closer confidence (error) bounds than now
exists.

NEEDS FOR SOLAR ACTIVITY PREDICT!ONS

For a given spacecraft configuration, the types of operational anomalies
that can occur and their probabilities of occurrence for a given charge
buildup-discharge event probably can be defined with reasonable accuracy. |If
one had the capability to predict the probability of an encounter with solar-
induced environmental conditions that could result in anomalous operations, it
should be possible to develop operational protocols which control the deleter-
ious effects of an anomaly without adding unwarrantzd complexity to the system
and without unnecessarily reducing operational capability during environmental
quiet periods. Therefore, a predictive capability for solar behavior appears
to be a goal well worth pursuing relative to spacecraft charging interactions,
operational planning, and mission analyses.

in terms of improved predictions in the solar-terrestrial environment
that apply to particle radiation effects on a spacecraft, it is obvious that
immediate design and operational benefits would result from improved predic-
tions of solar flare activity. This is certainly true for long-term radiation
predictions required for assessment of effects on materials and electronic com-
ponents. Because single solar particle events can produce a large fraction of
the total 1l-year cycle fluence, short-term predictions and warning methods
would be essential for manned operations in geosynchronous orbit. Also, for
geosynchronous orbits a better understanding of solar activity influences on
the outer belt electron populations would be valuable for any long-term pre-
dictions as well as perhaps improving any models for short-term radiation dosc
probability calculations. It is believed, within the accuracy to which radia-
tion effects can now be estimated, that our present knowledge of the long-term
(11-year cycle) variations is adequate for both cosmic ray dose and fluence
calculations and for dose calculations related to inner belt protons.

There continues to exist a critical need for more accurate predictions of
short- and long-term solar activity to use in atmospheric density models. This
will be required not only for the monitoring and accurate estimation of the
orbital lifetime and decay for the large numbers of spacecraft and '"'junk' now
in orbit but for the more economical and efficient estimation of future space-
craft missions, especially in the near-Earth orbital environment. The expected
future state of the upper atmosphere plays an important part in the decisions
associated with spacecraft missions. The critical dependence on solar activity
predictions can easily be seen by looking at the flow chart shown in Figure 2.
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PREDICTION OF SPACECRAFT POTENTIALS
AT GEOSYNCHRONOUS ORBIT

H.B. Garrett, A.G. Rubin, and
C. P. Pike
Space Physics Division
Air Force Geophysics Laboratory
Hanscom AFB MA 01731

The Air Force Ceophysics Laboratory has developed several levels
of models for the computation of spacecraft potentials. In parallel
with these efforts a systematic scudy of the state of the low
energy plasma environment has been under way. In this paper we will
present the synthesis of these efforts into a consistent picture of
the level of charging to be expected on a "typical" geosynchronous
satellite in eclipse as a function of geomagnetic activity. As
such results also allow the prediction of the maximum differential
potentials to be expected between electrically isolated, illuminated
and shadowed surfaces on a space vehicle, they are of great value to
the spacecraft designer.

INTRODUCTION

This paper outlines two relatively straighforward techniques for deter-
mining spacecraft potentials in the limit of a "thick sheath" surrounding
the spacecrafc. & statistical mcdel of the various features of the geo-
synchronous environment based on ATS-5 and ATS-6 data and an analytic model
capable of detailed simulation of the low energy gecsynchronous environment
are also discussed. The results from these two environmental models are
then combined with the charging models in order to provide estimates of the
relationships between the geomagnetic K, index and spacecraft potential.

The results are compared with actual potential measurements from ATS-5 and
ATS-6.

CHARGING MODELS

No matter what form the calculation of spacecraft potential takes, the
basic equation is one of current balance:

Jg = G gptigrtIpsptipy) =0 (1)

where: J_, = incident electvon current
E
J; = incident ion current

JéI- secondary electron current due to ions
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Jo = Secoudary electron current due to electrons
SE

J = Backscattered electron current
BSE

JPH = Photoelectron current

All oi these currents are complex functions of spacecraft potential,
the spacecraft sheath, and (except for J,,) the ambient low energy plasma.
A variety of detailed codes have been developed to handle equation 1
(Whipple, 1965; Rothwell et al., 1977; Laframboise and Prokopenko, 1977;
and Parker, 1977). Although capablz of a fairly accurate treatment in both
time and space, these models require large amounts of computer time or dc
not include all of the various currents in equation 1. We will instead
present two simple models based on the assumption of a "thick sheath" (that
is, the region over which the spacecraft effects the ambient plasma is much
larger than the spacecraft). As an example of the validity of this assump-
tion at geosynchronous orbit, the sheath thickness, approximated by the
Debye length, is ~ 250 M (for a density of l/cm3 and a temperature of 1 KeV).

The distribution function f for the ambient particles is related to the
distribution function f' at the surface of the spacecraft by the relation-
ship (for an isotropic distribution):

f(E) = £'(E") (2)
and E = E'+qV (3)
where: E = Energy of ambient particles
q = Particle charge
V = Satellite potential

In the simple case of a Maxwellian distribution this reduces for the
thick sheath approximation to:

_ - |qv|/kT
JE = JEO e e

= Jpo (14 lav]/kT)) V>0

V<0 (4)

¢ = - > k
ind I =35 e lqv|/xT, >0 (5)

10 (14 [qv|/kT) V<O

where: J..= Ambier.t electron current
EO
JIO= Ambient ion current
k™ = Boltzmann constant
Te = Ambieut electron temperature
! TI = Ambient ion temperature

In Garrett and Rubin (1978), it was assumed (based on more sophisti-
cated calculations) that

JSE " a JE (6)
J§SE "~ b JE
ST Noe JI
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where: NG
noL2

I\Ié

N0 oP

This means that equation 1 becomes, for a negatively charged spacecraft:

-|qV|/kTe

(1-a-b) J; e - (1+c)JIO(1+[%!|) -3 =0 (9

I

If the satellite is in eclipse, J,.=0. Further, under most concditions
at geosynchronous orbit, [qVO\/TI is generally less then 1 so that equation 7
reduces to:
- 1
|qv0|x KT In(Ig,/103..) (8)

Results from ATS-5 and ATS-6 are plotted in Figure 1 for two different
definitions of the temperature: T(AVG) and T(RMS) (see discussion later in
text).
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FIGURE 1. Satellite potential as estimated by equation 8 versus the
potential actually observed by ATS-5 and ATS-6, the marked values are
believed to have occurred during rapid changes in the ambient plasma.
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The standard deviations of the predicted from the observed voltages are

+ 1700V(T(AVG)) and + 2000 V(T(RMS)). (Note: the ATS-6 values that are
marked occurred during rapid plasma variations and, if ignored, would lower
the standard deviations). Figure 1 not cnly demonstrate: the validity of
equation 8, but implies the existence of a threshold elect:on temperature
above which the sztellite potential is linear (i.e., about 1kV). Such be~
havior is due to the fact that at some intermediate energy, the secondary
yield is greater than 1 (Rubin et al., 1978). The electron tempevrature

must be several times greater tha:. this threshold energy before significant
charge buildup occurs.

1f, as in the case of ATS-5 and ATS-5, we have available the actual
particle distribution functions we can significantly improve on equations
4,5, and 6 by using them in the calculation of the currents of equation 1.
As discussed in Garrett (1978), the currents in equation 1l are each care-
fully computed by integrating the observed distribution functions as out-
lined in Whipple (1965) and Derorest (1972). As these are all functions
of satellite potential, the potential is varied urtil equation 1 holds.

The results of these more detailed calculations are preseated in
rigire 2 for two cases: for the ambient spectra measured immediately before
(or immediately after) the eclipse interval {sunlit) and during eclipse
(eclipsed). The potential in eclipse is accurately predicted within + 700
volts by this model (pnote: the greater uncertainty in the

({ 1]
-14 +

-2}
x (o)
-
g-10- ATS-5 ATS-6
2 SUNLIT o o
g ECLIPSED o .
[@]
o
a -6
5
& -4
&

-2

o | | | I

O -2 -4 -6 -8 -0 -12 -4
OBSERVED POTENTIAL (kV)

FIGURE 2. The potential as predicted by the model of Garrett (1978) versus
the observed ATS-5 and ATS-6 potentials. The marked values occurred during
periods of rapidly changing potential.
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sunlit spectra is believed due to the measuremert techniques emploved and
not the model).

From the preceding we can see that even a very simple model can make
reasonable predictions of the potential on a spacecraft in eclipse. Such
information is important as it provides a good quantitative cstimate of the
maximum potentials likelv to develop between isolated surtaces on a space
vehicle. 1In subsequent sections, after presenting modrls of the ambient
environment we will return te the two models presented here in order to
estimate the relaticnship between satellite potential in eclipse and geo-
magnetic activity.

THE GEOSYNCHRONOUS ENVIRONMENT

A variety of models exist which describe the low energy (0-100keV) near-
earth space environment (see review by Garrett, 1979). AFGL 1as developcd
two descriptions of the environment. The first of these is a statistical
comp: lation of the occurrence frequency of various parameters at geo-
svachronous orbit as functions of local time and geomagnetic activity.

The second medel is a set of analytic expressions capable of predicting
simultaneous variations in the geosvnchronous plasma as functions of lccal
time and g..magnetic activity. This latter model, though based on a
relatively limited data base, will allow an estimation of how potential
varies with geomagnetic activity and, simultanecously, local time.

The first model we want to discuss is based on a statistical compila-
tion of 50 davs of data from the ATS-5 and ATS-6 sateliites. Very briefly,
the 4 moments of the observeddstribution function were calculated
from the data base as follows:

N, o= q‘..j v°) £, VT 4V = n, (9)
i i i
0
® 1 2 b
<NF~= f (V') £, V7 dV = n_ [2kT, (10)
i 0 i N A
2% |tm,
i
@ 9 2
<P~ = 40 (1/3 m)) (V7)Y f, VT dV = n kT, (11)
i i i i i
0
w® 3 2 3/2 .
<EF ~= (; m,) (V) f, V7 dV = m,n, 2kT, Jd2)
i i i 0 U T B Y
0 2 W,
S
where:
. , 3
<Ni\ = number densityv for specivs i (number /cm')
9
<NF1>= number flux for species i (number/cm”sec-sr)
2
<Pi> =  pressure for species 1 (dynes/cm”)
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- . . 2
\;Fi>= energy flux for species i (ergs/cm sec~sr)

The integral results on the right are for a Maxwelil-Boltzmann distri-
bution:

2
3/2 -mV, /ZkT 133
f. (V) =n, | m, e i / i (13)
i i
2t kT,
i
where: n. = numbter densitv of species i
m, = mass of species 1
T. = temperature of species i
1
Vi = velocity of species i
k = Boltzmann con<tant
f = distribution [y uction

The description of the plasma in terms of these quantities is quite use-
tul as not onl: are thev phvsicallv meaningful in their own right, but they
can be used to derive a Maxwellian or a two-Maxwellian distribution of the
environment (see Garrett and DoForest, 1979). As an example, in Figure 3,
we have plotted the occurrence frequency of the ambfient current (the number
flux multiplied by ra) aud two estimates of the temperature (Garrett ct al.,
1978). Before discussing these results in anv more detail, an important
point must be considered in the estimation of the plasma temperature from
tie four moments of the distribution function.

A single temperature cannot be defined if the plasma is not Maxwellian
or if the plasma consists of two or more Maxwellian components -
circumstances which occur frequently at geosvnchronous orbit. As a test of
this effect, we have defined two "temperatuores'.

P .

T (AVO)= (14)
SN
CEF-

T (RMS)= <N (1%5)

These temperatures will be cqual and have meaning as temperatures if
and only if the plasma is a Maxwellian plasma (1.¢., representable by cquat-
ion 13). The marked difference between T(AVG) and T(RMS) in Fiyure 3 is a
direct result of the absence of a Magxwellion plasma at geosvochronous orbit.

It the plasma is considered to consist of two Maxwellian components,

then we can define two temperatures and two densities as follows for species ‘
i: R
32 mivi /lklli 7*/2 —m,V,z/ZkT,, :
f.,, (V.,) = n_, m_i_r ¢ +n,, m_'__‘ o v - ’
2i i li akT -1 kT J
- li h 29 (16)
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The ATS-6 value:

should be considered provisional.

‘~izan be derived directly from equations 9 through 12.

T(AVG) and T(RMS) in terms of these quantities are:

T (AVG)

T (RMS)

=k M+ M
n . (17)
ptmy
3/2 3/2
n,T n.T.
- M + Ml (18)
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For typical values we find:

For Electrons For lons
n = 1/cm3 n, = 0.6/cm3
1

T1 = 500 eV T1 = 100 eV

_ 3 - 3
n, = 0.2/cm n, 0.6/cm
T2 = 6000 eV T2 = 9000 eV
T(AVG) = 1400 eV T(AVG) = 4550 eV
T(RMS) = 2750 eV T(RMS) = 8150 eV

These values are very close to the average values for ATS~5 shown in
Figure 3, and we believe readily explain the differences between T(AVG)
and T(RMS). It is also important to note that T, and T, are not necessarily
valid temperatures. They are the result of a de}inite %itting process -
their primary use being as scaling parameters in obtaining a two Maxwellian
fit to the distribution function. A common problem is that when the plasma
is close to Maxwellian, one of the temperatures will be unrealistically
large even though the fitted distribution is quite close to the actual one.

Our second type of .~odel is what we have termed an analytic simulation.
What a statistical model, such as just presented, fails to do is to maintain
the proper time relationship between the various parameters (that is, if
A goes up, does B go up or down?). In order to maintain the correlated
variations in different paramz:ters, we have made use of linear regression
techniques. Three hour averages of the four moments of the electron and ion
distribution functions for ten carefully selected days * of ATS-5 were fit
by linear regression techniques to an equation varying linearly in the geo-
magnetic index Ap and diurnally and semidiurnally in local time (LT):

T
M(LT, Ap) = (a_ +a, Ap) (b + b, cos (5 (LT + tl))

+ b2 cos ( Z (LT + t2 )))

*¥  The days were carefully selected to correspond to periods when plasma
was injected while the satellite was at midnight - periods when maximum
spacecraft charging is believed to take place.
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ELECTRON TIME VARIATIONS
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FIGURE 4a. Variations in the 4 moments and the mean energy of the electrons
according to the AIFGl, simulation code for A =15 (solid line) and A)= 207
(dashed line). P b

where: M(LT, AP) = predicted value of the moment, M, at local time, LT, and

£ ivity 1 1A = i.c., daily average of
or activity leve > Z% a_ (t.e., y average ap)

as aps bo’ bl’ b2’ tl’ t2 = coefficients determined

by the regression (see Table 1).
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ION TIME VARIATIONS
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FIGURE 4b. Same as FIGURE 4a for the ions.

To use the model, one provides A_ and local time. The model then
returns the four moments for the elecBrons snd ion in the units given in
Table 1. Typical results for A =15 (average conditions) and A =207 (very
active conditions) are plotted ¥n Firu.e: 4a and b. The readef is referred
to Garrett (1977) for a detailed discussion of the uses and applications
of the model and problems associated with it. Only 2cursory description
will be given here.

The analytic model has been found to adequately simulate variations in
the geosynchronous environment following substorm injection when a satellite
is at local midnight for A_ values of ~ 4 to v 48 (i.e., low to moderately
high activity). Above ~ "48, the model simulates properly the environment
but is biased toward the plasma parameters on the particular days of high
activity that were studied, not average condii.ions. The parameters returned
by the model show the peak in spacecraft charging to shift from near-
midnight (as expected) to near-noon for high levels of activity. This was
traced to the actual data for which the plasma parameters clearly peak near
noon for hign activity (i.e., days 348, 19705 217 and 223, 1972). ililough ve
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were careful to select only days for which injections began when the ATS-5
satellite was near-midnight; this may well be a common feature of the plasma
conditions associated with high activity.

PREDICTION RESULTS

As the preceding discussion indicates, we have two different types of
models of the geosynchronous environment and two different models of the
spacecraft charging phenomenon. In Fi aure 5 we have attempted to bring to-
gether these diverse elements into a consistent picture of how the potential
varies in eclipse at geosynchronous orbit as a frnction of the geomagnetic
activity as represented by K . Figure 5 is somewhat complicated so we will
dwell at some length on its Pderivation and interpretation.

Ten minute averages of the satellite potential while in eclipse were
estimated for seven eclipse seasons for ATS-5 (1969 to 1972) and one for
ATS-6 (1976). These data were averaged over each eclipse period. The

' O T
® ATS-5/ATS-6 ECLIPSE POTENTIALS

~5000 |- g -KT, (AVG}-Ln(Jgq/ 10,4
= | 2-KTg (RMS)*Ln(Jy 7104, . (@
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FIGURE 5. The spacecraft potential in eclipse as a function of K_for actu-
al observations (closed circles) and for various theoretical predgctions.
All plasma conditions and potential values have been included (i.e., zero
potential values have been included).
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results, averaged by intervals of Kp (0o to 0+, 1- to 1+, etc.), are

plotted as the closed circles in Figure 5. Although large error bars exist,
there is a clear linear relationship between eclipse potential and K . In
the following we will combine the environmental and charging models Pin
order to test the validity of this relationship.

As represented by Fi ure 6, we have plotted the average values of Te

(RMS) as a function of K_ for the ATS-5 data in Fi:ure 3. Combining these
results with similar plogs of J , J., and T (AVG) from the samc ATS-5

data base for the time interval®2100-0300 186cal time (i.e., the region where
eclipses occur), it is a simple matter to estimate the eclipse potential
according to equation 8. The results for T (AVG) (closed squares) and

T_ (RMS) (open squares) bracket the observafion's in Figure 5 - the T (RMS)
values being somewhat higher while the T {AVG) values are somewhat 16wer.
Considering the assumption's used in equgtion 8, we find this to be a
remarkable confirmation of the simple relation between K_ and potential
observed by ATS-5 and ATS-6 P

8 -
ATS -5
2100 -0300
6 =
Te T
(keV) g4} T L ¢
T ¢ ]
2r -
e
L [\ [ 1 | _J
© I~ 2-  3- 4-  5-  6-

Kp

FIGURE 6. The average and standard deviation of T(RMS) for the electrons
between local times at 2100 - 0300 as a function of the geomagnetic activity
index K . The data are from 50 days of ten-minute averages of ATS-5
measurefents.
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We can also employ the more sophisticated models of spacecraft charging
and of the environment to test these results. Assuming plasma conditions
for a local time of 0130, we found the eclipse potential based on a two Max-
wellian plasma distribution. The geosynchronous simrulation model is only
related to the statistical model in that it should, hopefully, reproduce the
average plasma conditions in a form consistent with the statistical model.
Likewise, the potential model is only related to equation 8 in that it is
based on the same fundamental assumption of a thick sheath. These two model
sets should represent significantly different ways of computing the relation
between K_ aiad eclipse potential. The results (the open circles) in FIGURE
5 speak £Br themselves - even though somewhat lower than the results pre-
dicted by equation 8: they are in good agreement with the actual ATS-5 and
ATS~6 observations.

CONCLUSION

Three different methods have been presented that indicate a strong
linear correlation betwecn spacecraft potential (as measured by ATS-5 and
ATS-6) in eclipse at geosynchronous orbit: by observation, by a simple
plasma model combined with statistical data, and by a sophisticated
charging model combined with a simulation of the gesynchronous environment.
Our intent has been to not only to scientifically an. ly-.e thic phenomenor,
but to illustrate by example AFGL's developments in the areas of predicting
spacecraft potentials and the envirvnment. In several recent papers
(Garrett, 1977; Garrett and Rubin, 1978; Garrett and DeForest, 1979), we
have illustrated other capabilities of these models, such as the ability
to simulate potential changes in the earth's penumbra. It is hoped that the
results of this paper and those cited will prove useful to others in pre-
dicting spacecraft potentials and the low energy geosynchronous environment.
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THE TERRESTRIAL RADIATION ENVIRONMENT AND EVA'S:
PREDICT ION REQU!IPEMENTS, MODEL IMPROVEMENTS . AND WARNING SYSTEMS

E. G. Stassinopoulos
National Space Science Data Center
NASA Goddard Space Flight Center
Greenbelt, Maryland 20771

The advent of the '"Shuttle Era' predicates increased human presence in
space with an attending potential for substantial Extra-vehicular Activities
(:VA's), whose frequency and duration may well exceed anything previously
experienced on APOLLO or Spacelab missions. The total medical-biological
impact of the earth's space radiation environmert on humans is, of course, a
function of combined EVA and non-EVA exposure. |In either case, the correct
assessment of the eventual health risk to crew members is crucial to the suc-
cess and viability of a project or mission. It may be a major, if not a crit-
ical, factor in determining feasibility. 1t will directly affect long range
planning 3and crew scheduling by establishing safe crew rotation limits.

Aside from the medical-biological aspect itself, the validity of any
assessment depends entirely on the existence of good and reliable models pro-~
viding the high quality data that is needed for such evaltacions, which should
contain time histories of storm and ¢ _.bstorm events, their intensities, their
frequency of occurrence, their duration, etc. Along these !ines, some thoughts
are presented on prediction-requirements, on advantageous ana desirable model
deve lopments and improvements, and on systems that need to be designed and
tested, which would alert space crews and maintenance personnel about impending
radiation danger.

The radiation hazard to a crew member is, of course, greatest during an
EVA period when he has left the safet; of his habitat (living-module or trans-
port-vehicle). Then he is most vulnerable, unshielded and exposed as 'ie is
to the full impact of the "actual' radiation environment, afforded only the
marginai protection of his space-suit. The emphasis on "actual' is intended
to stress the difference and the contrast to an '"‘average'' environment, such
as is given by most current models, where short term fluctuations and excursions
(of the order of hours, days, or weeks) are masked by the averaging prccess.

Since in terms of magnetospheric processes and solar flares, very quict
or very perturbed monthly periods are not uncommon, and since a crew rotation
period may well be of that order, it is mosi desirable and advuntageous to
have models that address such time resolutions. The availability of this type
of data may considerably improve planning capabilities, allowing for flexibility
in crew rotation (in response and according to absence or occurrence of events),
and design of a safer and more reliatle warning system. However, under present
state-of-art conditions of quantitative modeling of magnetospheric processes
and until nore sophisticated dynamic models become available, mostly averaged
data are provided by existing models. Hence, these averaged data will have
to be used in current predictive studies and analyses. For reference purposes
these data are designated ''Base Line Values' (BLV).
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Therefore, in future mission-evaluations, the safety and protection of
shelters, shields, suits, the exposure duration and tolerance of humans, the
mission dose limits, etc. etc., will be deterrined by the BLV's. Any substan-
tial upward deviation from these BLV's must then be considered alarming und
potentially harmful to the EVA crews, while variations in the guiet-time
background (telow the averages) may be disregarded.

Finally, in regards to an €VA warning system, three essential problems
come to mind:

1. An on-boarc system may not provide an acequate safety margin because
the actual termination of an EVA (retrezat into shelter) may require a certain
amount of time (to turn off instruments; to retrieve and store equipment; to
shut couple, or secure loose parts, tools, hatches etc.; to move to shelter
which could be a consideratble distance), by which time the event may already
be upon the station.

2. An cverly sensitive system is not necessarily an advantage because

a resn nse to weak (or preliminary, or unconfirmed) warning signals may result
in many false alarms and many unneccessary or premature EVA terminations with
a considerable loss of time and at substantial additional cost to the project.
The triggering of the alarm on the basis of certain event precursors alone may
be an excessive precaution: the expected full event-impact and predicted
consequences may not materialize for that particular event at the specific
station location.

3. The spatia! and temporal dependence of a warning system may have to
be determined. That is, will the measurements made by detectors at different
locations and the signals received from them at the EVA location be compatibtle?
At all times? Wil} the receiving EVA controller be able to relate them to the
same event, within the proper time frame, predicting the same effects?

Specifically, are distance and direction of detector separation important?
Will local-time dependencies affect one or both devectors? {(f both, then
equally so? Will high latitude (and polar) plhanomcna distort or influence the
measurements by the one btut not the other detector? Or are high latitude
(and polar) signals better and more reliable? s there a time-delay or phase-
lag to be considered? That is, are signals simultaneous or need they be
synchronized? To this extent, it may be necessary to develop a system whereby
the warning interpretation willbe identical for both detectors (spatial cor-
relation) as to whether a hazardous event is actually occurring, when it may
impact the EVA location (temporal correlation), and how it may develop in time,
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DOSIMETRY IN THE MANNED SPACE PROGRAM

William Atwell
Rockwell International
Houston, Texas

INTRODUCTION

The purpose of this paper is twofold. First, we present an histori-
cal review of the space radiation dosimetric results of the various U.S.
manned spaceflight programs. A discussion of the instrumentation, space
radiation environments, spacecraft shielding models, analytical dose
calculations, and comparisons with actual measurements is included in
the review. Second, an outline is presented of the future requirements
of the solar-terrestrial data user who will support manned spaceflight
operations during the Space Shuttle era.

One of the problems recognized early in the manned spaceflight
program was that of space radiation effects on crewmen and onboard
equipment, such as photographic film and radiation-sensitive experiments.
Generally, space radiation includes the geomagnetically-trapped (Van
Allen) proton and electron radiation, solar cosmic radiatiocn, and galactic
cosmic radiation,

The Space Shuttle era will usher-in a wider range of space missions.
Long-term space exposure will be required for space construction pro-
grams, such as the Satellite Solar Power Station program and, perhaps,
space colonization. In the geosynchronous environment, for example,
solar particles are virtually unimpeded by the earth's magnetic field
(Paulikas and Blake, 1971) and could pose a serious radiation hazard,
Also, solar activity causes short-term enhancements in the trapped elec-
tron population that could have deleterious effects on extra-vehicular-
activity (EVA) crewmen wearing thinly-shielded spacesuits.

HISTORICAL REVIEW

MERCURY PROGRAM

Early proponents of manned spaceflight were alarmed when infor-
mation transmitted from the first three Explorer satellites, launched
during the first half of 1958, disclosed the existence of a huge envelope
of radiation beyond the ionosphere. This radiation, consisting of protons
and electrons trapped in the earth's magnetic field, later became known
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as the Van Allen belts, after its discoverer, Dr. James Van Allen,
University of Jowa. The Mercury flights were planned low earth orbit
thghts that would fly '"under'' the Van Allen region. As a precaution
passive thermoluminiscent dosimeters (TLD) were worn by the Mercury
crewmen, and the radiation « doses, in the millirad (mr) range, were
attributed tc penetrating protons.

A. enhancement in the trapped electron environment caused by the
high-altitude nuclear detonation on July 9, 1962, necescitated the real-
time monitoring of the radiation exposure on Schirra's MA-.8 flight, since
the last three orbits passed through the South Atlantic Anomaly (SAA).
However, measurements indicated that the astronaut received less than
30 mr body surface dose (Warren and Gill, 1964). Warren and Baker
(1965) report approximately 40 mr maximum dose on the MA-9 missicn.

By combining selective mission planning with the intrinsic radiation
shielding characteristics of the spacecraft, it was concluded that man
could perform effectively in the space environment with minimal radiation
risk.

GEMINI PROGRAM

A joint National Aeronautics and Space Administration (NASA) -
Department of Defense (DOD) program was initiated to develop models
of the earth's trapped radiation environment (Vette, 1965) prior to Gemini.
The first model to be developed during this effort was the AEl electron
and APl to AP4 proton environments (Vette, 1966). A solid angle sector
analysis (spacecraft shield distribution) was performed on the Cemini
spacecraft by Chappell, et al. (1964). The spacecraft shield distribution
and the trapped radiation model were used to determine the expected
radiation doses (aluminum spherical shell shielding over 41 solid angle)
for the various Gemiri missions. The calculational approach is shown
in Figure 1.

The Gemini radiation monitoring system (GRMS), which consists ol
two 10-cc nssue-eqmvalent ionization chambers, was developed and flown
on Gemini X and XI missicns to provide real-time readout capabmty,
since these two missions went higher into the Van Allen belt than man

had ever been before., The GRMS measurements compare reasonably
well with the TLD measurements. The differences are attributed to
variations in local shielding by the spacecraft (Richmond, 1972). Table
I lists the radiation doses measured with the passive TLD's worn by the
Gemini crewmen; the GRMS measurements are noted in the table.

In 1962 the Space Science Board recommended to NASA the estab-
lishment of radiation dose guidelines for manned spaceflight sxposure
limits. The guidelines were updated in 1970 and are shown in Table II
(Space Science Board, 1970).
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Figure * - TRAPPED RADIATION ANALYTICAL

INPUTS REQUIRED PROGRAM QUTPUT(S)
STATE VECTOR NASA/ISC -+ & MISSION TIME
OR TRAJECTORY ® LONGITUDE
ALTITUDE, PROGRAM ® LATITUDE
INCLINATION, ® ALTITUDE
LONGITUDE OF B
INSERTION, oL
TIME DURATION {ON MAGNETIC TAPE
AT 15 SEC INTERVALS)
& OUTPUT TRAJECTORY NASA/ISC -+ PROTON & ELECTRON
& TRAPPED RADIATION ENVIRONMFE VAL DIFFERENTIAL
MODELS PROGRAM SPECTRA
® PARTICLE SFECTRA + NASA/JSC -+ @ PROTON DOSE
® SPACECRAFT SHIELD PROTON, ® ELECTRON DOSE
DESCRIPTION ELECTRON AND ¢ BREMSSTRAUNLUNG
BREMSSTRAHLUNG DOSE
DOSE PROGRAMS

L
Table 1 - GEMINI ORBITAL PARAMETERS AND AVERAGE TLD RADIATION DOSES

DOSE COMPUTATIONS

GEMINI LAUNCH APOGEE, PERIGEE, NUMBER OF INCLINATION, COMMANDER l‘!IjO‘I‘
MISSION DATE N.ML. N.MI. REVOLUTIONS DEG DOSE, mr DOSE, mr
m MAR 23, 1965 21 87 3 325 20 3
r1g JUNE 3, 1965 152 88 62 325 42 50
s AUG 21, 1965 189 o7 120 s 185 16/
m DEC 4, 1965 m 87 208 29 161 166
hs DEC 15, 1965 140 87 16 29 25 24
wm 87
YID | MAR 18 1966 161 86 7 29 <10 3
X JUNE 3, 1966 168 86 45 29 Y 22
X s JULY 18, 1966 a2 161 8 29 685 168
169 86 3
xr® | sept 12, 1006 739 161 2 29 30 21
161 87 42
XL | NOV 11,1966 163 87 59 29 <0 20

* Richmond, 1972, a -

GRMS - Y10 mar, b - GRMS -~ 30 mr
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Table 11 - MISSION OPERATIONAL DOSE (MoD, GUIDELINES*

MOD, REM SKIN, 0.1mm | EYE, 3mm | BONE MARROW, 5 cm
30 DAY MAX. 75 37 25
GUARTERLY MAX. 105 52 35
YEARLY MAX. 225 112 75
I CAREER LIMIT 1200 600 400

* Space Science Board, 1970

APQOLLO PROGRAM

The commitment of the A: Jilo lunar landing program to land man
on the moon and return him to earth safely necessitated in flying through
the intense Van Allen region. In addition, the crew would be exposed to
the full brunt of galactic cosmic radiation, and solar proton radiation--
should a solar proton event occur. Radiation dosimeters on the unmanned
Apollo 4 and 6 missions indicated radiation levels in the spacecraft would
produce tolerable crew doses (White and Hardy, 1969). The Apollo space-
craft is a rather thickly-shielded spacecraft and the transit through the
Van Allen region is rapid (few hours). There were 11 manned Apollo
missions; Apollo 7 and 9 were low-earth orbit missions primarily to
check out the Crew Service Module (CSM) and Lunar Module (LM), res-
pectively. Apollo 8 and 10 were non-lunar landing, lunar orbit missions
to carry out systems checkout. Apollo 11, 12 and 14-17 were successful
lupnar landing missions; Apollo 13 was terminated prematurely when a tank
failed in the Service Module (SM}.

There were several types of radiation monitoring systems flown
during Apollo:

e Nuclear Particle Detection System (NPDS) - a proton-alpha

spectrometer carried in the SM that telemetered flux and
spectral data.

e Van Allen Belt Dosimeter (VABD) - a skin - and depth-dose-
rate instrument, fixed in the Command Module (CM) that
telemetered dose rates.

e Radiation Survey Meter (RSM) - a portable, hand-held, tissue-
equivalent dose-rate meter carried in the CM and transferred
to the LM for lunar operations.

124



e DPersonal Radiation Dosimeter (PRD) - integrating, tissue-
equivalent ionization chambers cariied by each crewman;
designed to measure skin dose.

e Passive Dosimeters (PD) - TLD packets worn by the crewmen.

See Richmound, et al. (1968) for a detailed description of each instrument.

Premission radiation doses were calculated at the VABD location
using a2 968 volunie element shield description of the Apollo spacecraft
(Liley, 1968). Figure 2 shows the areal density distribution at the VABD
in the Apollo CM. This type of plot has obvious merit in that the thinly-
shielded portions of the spacecraft can be rasponsible for a significant
portion of the total dose.

The TLD dose results and a comparison of the computed and mea-
sured VABD radiation doses for the Apollo missions are shown in Table
II. The variations in dose from mission to mission are due to trajectory
differences through the Van Allen region. Again, the differences between
VABD and TLD values are attributed to variations in local shielding by
the spacecraft and crewmen.

The Solar Particle Alert Network (SPAN) was established to provide
the Space Environment personnel in the Mission Control Center-Houston
(MCC-H) with solar activity information in the form of solar optical and
radio frequency data (Higgins, 1965). In the event of a major solar flare
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Table IIT - APOLLO TLD AND CUMULATIVE VASD DOSE COMPARISONS

Van Allen Belt Dosimeter (VABD)**

Apollo LD Skin* Computed Measured

Mission Dose, rad | Sensor No. 1% Sensor No. 2b Sensor No. 1  Sensor No. 2
7 0.16 NA NA NA NA
8 0.16 0.26 0.1 0.17 0.15
9 0.20 NA NA NA NA
10 0.48 0.68 0.47 0.66 0.43
1 0.18 0.21 0.19 0.20 0.18
12 0.58 0.92 0.62 1.20 0.73
13 0.24 0.46 0 33 0.31° 0.22¢
14 1.14 0.83 0.57 0.82 0.51
15 0.30 0.36 0.32 0.32 0.28
16 0.51 0.61 0.45 0.49 0.36
17 0.55 0.64 0.47 0.51 0,37

* - English, et al, 1973; Bailey, 1976

** - White, et al, 1972

a - lon chamber shield thickness - 0.23 gm/cm
- " " i 1] - 6 . 34 "

c - Data is incomplete due to loss of telemetry

and the confirmation of solar particles from satellite and/or NPDS data,
a dose projection would be made and submitted to the Flight Surgeon.
However, no major solar proton events occurred during the Apolo pro-

gram.

2 of aluminum (skin)

" (depth)

SKYLAB PROGRAM

The Skylab program consisted of three, three-men missions flown
during May 1973-February 1974, Skylab was in a 435 km orbit at 50
degrees inclination. The groundtrack was such that the orbit became
repetitive every five days.

The spacecraft shielding description of the Apollo CSM used during
the Skylab program was the same as that used for the Apollo program.
The Orbital Assembly (QA) shield model containing 3355 volume elements
was prepared by Lockheed-Georgia under contract to the NASA/Marshall
Space Flight Center. Premission dose calculations were generated at
various locations in the CSM ~ud OA using these two models with the AP1,
5, 6 and 7 proton models (Vette, 1966; King, 1967; Lavine and Vette, 1969,
1970) and the AE4 and AES electron models (Singley and Vette, 1972;
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Teague and Vette, 1972)., Agreement between calculated (premission)
and measured (actual) wzs considerad very good.

Onboard radiation instrumentation consisted of crew-worn TLI)
passive dosimeters, personnel raciatiocn dosimeters (PRD), Van Allen
Belt Dosimeter (VABD), rad:.a.uon survey meter (RSM), and an electron-
proton spectrometer (EPS). The TLD's were read out by radiological
health pe:rsonnel after each mission. The TLD dose results are shown
in Table ©V. The VABD and EPS data were telemetered to ground
support personnel in near real-time, and the PRD readings were reported
by the crew on a daily basis. The RSM was used for vehicle area moni-
toring during extra-vehicular activities,

APOLLQO SOYUZ TEST PROGRAM

The ASTP was a joint United States-Russian space rendezvous
mission. The UJ.S., crewmen were Stafford, Slayton and Brand; launch
occurred on July 15, 1975. The mission duration was 9 days at an altitude
of 225 kra and 51. 8° inclination. Each of the three U.S. ¢rewmen was
provided with a PRD and a TLD and these were identical to the units used
on Skylab. A daily readout of the integrated dose recorded on the FRD
gave the ground monitoring team a check against the calculated radiation
dose projections and verified that the radiation environment had not
changed from the anticipated levels Postflight analysis of the TLD's
indicated a radiation dose of approxirnately 100 mr for each crewman
(Bailey, 1976).

Table IV - SKYLAB TLD DOSES™

Skyla::ol?ission Launch Date pPuration, days Crew TLD Dose, rad
Conmander|Science Pilot|PiTot
M May 14, 1973 -
2 May 25, 1973 28 1.62 1.66 1.81
3 July 28, 1973 59 3.67 3.73 4.21
4 Nov. 16, 1973 84 8.02 .36 6.80
* - Bailey, 1976 + - Launch of the Orbital Workshop
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SPACE SHUTTLE ERA

The first six Space Shuttle missions have been designated as the
Orbital Flight Test (OFT). These will be low earth orbit missions rang-
ing in altitude of 150-250 nmi at 40, 5° inclinations; the mission duration
will range from 30 hours to 7 days. The basic mission objectives will
be various systems checkouts, which are essential in the initial phases
of any program.

A preliminary shield model description of the Space Shuttle Orbiter,
which contains 1400 volume elements, has been recently completed
(Beever, 1979). Chield disciributions have been generated for several
locations of interest; sozie of these include the mission and science
specialists' work stations, at the eye level of the commander and the
pilot, and the six tentative locations where active, self-integrating
dosimeters will be flown. The nominal daily radiation dose exposure
at these locations was calculated using the AE6 (Teague, et al., 1976)
and AEI7 (Teague, 1977) electron models and AP8 (Sawyer and Vette,
1976) proton model. For the OFT initial computations at these varicns
locations indicate radiation dose rates in the ""few mr/day' range.

For Space Shuttle support the Natural Environment Support Room
(NESR) located in the MCC-H is being established to provide flight support
personnel with solar and space environment data. In addition, data analysis,
f{ormatting, distribution, real-time event analysis and forecast services
will be performed by NESR support personnel. The NESR will provide
support to various functional groups such as Payload Operations Control,
Flight Control, Surgeon, and Mission Operations Planning.

Basically, tie data available to mission support users will consist
of both meteorolugical and space environment data., The space environ-
ment data will be used to support two areas:

e data from conventional observations available for gavload
support

e data from space radiation observations for detecting hazardous
conditions in support of all Shuttle flight operations

A basic set of support data will be obtained in the form of normal
observations, analyses, and forecasts for Shuttle and payload operational
decisions. This basic conventional space eavironment information--now
gathered by the National Spa~e Environment Forecast System (joint National
Oceanic and Atmospheric Adininistration (NOAA) and the Air Weather
Service (AWS)) consists of:

e Solar patrol - nearly continuous monitoring of the sun in Hydrogen-
alpha, white light, and discrete radio frequencies; real-time
reports of optical ard radio flares, filament and prominence
activity, active region behavior, aud other solar phenomena;
and sudden ionospheric disturbances (SID's).
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e Satellite - nearly continuous monitoring of the near-earth space
environment using X-ray, particle, and magnetometer sensors
on GOES (geostationary), NOAA (polar orbit) and military satellites.

e Ground based geormagnetic field monitoring, auroral ocbservations,
riometer observations, and neutron counters.

e Forecasts - daily forecasts of solar and gec .gnetic activity
for the next 72 hours.

® Warnings - short period forecasts or reported occurrexnces of
major solar and solar related geophysical events.,

These data will be obtained at the NESR by voice reports, teletype
reports, photographs, and line drawings.

A new CRT-type terminal will be installed in the NESR for acquisition
of the GOES solar, interplanetary, and geophysical data in support of payload
activities, The associated solar data will also be used in the NESR for
analysis of major solar events and the prediction of possible proton events
for detecting hazardous conditions.

The following data will be obtained at the NESR for analysis of possible
radiation hazards to the Orbiter crew, pkotographic Slm, payloads, ard
other equipment for every Shuttle flight,

e Solar Flare reports - size, location, time, region behavior,
et cetera.

e Solar Flare data - RF and X-ray background/peak fluxes,
times, et cetera.

e Energetic particle reports - satellite data.

The emphasis will concentrate on accurate forecasts and warnings.
It is imperative that adequate lead-time is available to permit real-time
assessment af the potential hazard so that precautionary measures can
be taken by the crew.

SUMMARY

We have presented the dosimetric results of the various U.S. manned
spaceflight programs and have included a brief description of the trapped
radiation and spacecraft shield models, instrumertation, and a comparison
of computed and measured radiation doses, It was determined that rea-
sonably good agreement exists between the computed and measured doses,
and was based on an assessment of the nominal environme:$. The mea-
sured crew doses were well below the mission operational dose limits
established bv NASA vpon recommendation of the Space Science Board.
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Also, it was fortuitous that solar proton emission did not impact any U oS
manned spaceflight raission.

The Natural Environment Support Concept in beiny established to
provide flight support personnel with solar and space environment data.
The solar-terrestrial data user concerned with space radiation analysis
will, as 11 tle past, need to rely on accurate models of the trapped radia-
tion environment. He will need accurate forecasts and warnings of both
trapped and solar particle enhancements with adequate lead-time to make
real-time 1ssessment of the potential hazard, tc provide management with
time for decision-making, and to provide the crew with time to take pre-
cautionary measures, if required.
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IT. GEOMAGNETIC APPLICATIONS

A WORKING GROUP REPORT prepared by W. H. Zampbell, Chairman, Members: V. b.
Albertson, W. M. Boerner, D. H. Boteler, W. R. Goddard, J. Hruska, S. Irwin,
and J. G. Kappenmaa

The Working Group on Geomagnetic Applicaticas considered three topics:
electric power transmission lines, long o0il and gas pipelines, and magnetic
mapping for geologic and navigation needs.

1. ELECTRIC POWER TRANSMISSION
1.1 Problems

Geomagnetically-induced currents (GIC) entering an electric power sys-
tem through system grounding points can be of sufficient magnitude to cause
half-cycle saturation in power transformers. This half-cycle saturation can
adverselv affect normal operation of a power system, as well as produce ov.r-
stressing of system equipment.

System operation can be affected in the following ways: increased re-
active pover demands of transformers can result in unusual and severe volt-
age, line flow, and frequency fluctuations; the GIC and its resultant har-
meaics can increase the severity of switching transients, and increase the
prebability of AC/DC converter system misoperation in power systems that
utilize both ac and dc¢ transmission of electric power; and GIC in current
transformers, as ‘vell as harmonics due to half-cycle saturation, may cause
protective rei. y misoperation.

Equipment stresses may occur when the increased reactive power demands
of the transformers, combined with the normal load demands, =xceed the load
capabilities of the transformers anc generators. The harmonics generated by
the half-cycle saturation also may overload the harmonic filters at ac/dc
converter stations. Loss of expected life of transformers may occur because
of localized heating (or internal hot spots) generated by the half-cycle
saturation,

1.7 Present Studies of Geomagnetically Induced Currents in Electric Power
Systems

Because the problems depend upon the proximity to the auroral zone and
extent of the power systems, studies are being conducted in several regions
(Alaska, B.C., Manitoba, Minnesota and Newfoundland) to develop models of
the induction process on the basis of magnetic field data and actual induced
current measurements. Induced current levels, levels of harmonics of 60 Hz.
{and transformer audio levels) are being monitorced for studies of relay and
switching rroblems. A computer modcl! is heing used to stud: the distributicn
of geomagnetically induced currents in a powcr system and to determine the
changes in reactive power flow and voltage levels that are produced. Work
is also being done to estimate the probability of occurrence of gecomagnetic
storms that would produce induced currcnts and subsequent operating problem.,
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outages, or reduction in transformer lifetime. The solutions to problems
based on these probabiiities are beiag developed in terms of enginecering
techniques and system control.

Although the problem is usually not present at middie-latitude locations,
the hazard there may be greater. Power companies at such locations may be
unprepared for the rarely occurring, great magnetic storm that extends the
strong induced currents equatorward.

1.3 Immediate Needs

A historical review of past disturbances on utility systems due to geo-
magr.etic storms providing deeper insight into che statistics of disturbances
on electrical transmission systems should be conducted placing particular
emphasis on overall geographical location and isolated regions of abnormally
high disturbances. GIC effects chould be analyzed relative to other simul-
taneous disturbances such as lightning and system failures. An analysis
clarifying the disturbance mechanisms as outlined above should be carried
out providing hourly, diurnal, seasonal and long-term re¢lations. We need to
expand the studies of line configuration problems and GIC effects on trans-
formers and AC/DC convertors. It would be valuable to devclop standard
measurement procedures for monitoring the relevant phenomena associated with
the GIC eiectric power system problems. We nced to increasc the cooperative
ties between groups studying the phenomena.

1.4 Goals

The prime goal of the research programs is to improve the stability and
security of electric power transmission systems. We hope to obtain an under-
standing of the underlying geophysical phenomena and processcs which could
lead to system outages so that engincering solutions for protective systems
can be developed. It is important that the results of the rescarch cfforts
be comumunicated to the scientific community and the affected utilities. For
that purpose it is important to increasc collaboration and interaction bet-
ween the government, university and utility operating staff.

2. OIL AND GAS PIPELINES
2.1 Problems

The principal concern for geomagnetic effects is the degree of corrosion
that way occur on high latitude oil and gas pipelines as a result of induced
currents during gcomagnetic storms. Although the general magnitudes of
induced currents arc known now, the prefe—ential locals of current flow bet-
ween the pipe and ground are still not understood; it is at these places at
high latitudes that corrosion is important. At low latitudes, the induced
currents can interfere with the corrosion monitoring sys<tems. Some pipeline
clectrical menitoring system failures have been experienced, these occasions
require improved assessment of tie possible contribution of high, induced
currents to such failures.
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2.2 Present Studies

Geomagnetically-induced currents (GIC) on pipelines are now being moni-
tored at auroral and mid-latitudes by pipeline operation companies. One re-
scarch group is investigating the broad scole distribution of current along
the Alaska oil pipeline and attempting to predict expected levels of maximum
current surges. Another group is looking intc the local current flow con-
centration between pipe and ground and the extent of corrosion at auroral
zone sites,

2.3 Immediate Needs

Specific information o the localization of current flow is needed. A
study or the effects of carth-surface geology, topology and climatic effects
upon the induced currents is required. It would be helpful if the available
pipeline operational logs were used to review the absence (or presence) of
geomagnetic cffects upon pipeline functions,

2.1 Goals

One objective of the rescarch program is to answer questions concerning
the effect and origin of induced cuvrrents upon the opcration, security, and
corrosion of the long oil and gas »ipelines. There is a need to understand
the physical and chemical processes that occur on the pipelines in sucn a
way that adequate engincering solutions to problems may be obtained. A
general goal is to improve the cooperation and communication of study results
between industry and researchers,

3. MAGNETIC MAPPING FOR GEOLOGICAL AND NAVIGATTONAL REQUIREMENTS
3.1 Problems

There i1s a need to improve the sclection of appropriate days for magnet-
ic field mapping. Induction effects upon mapping observations nced to be
better separated from remnant magnetization effects.  Improved methods for
removal of the main field and its secular variations are rvequired. A more
complete evaluation of the limitations that natural geomagnetic noise im-
poses upon mapping observations is needed.

3.2 Present Studies

Sccular tield change modeling is under constant development and study.
The natural field variations are being investigated from the viewpoint of
stochastic process noise.  Improved wethods of establishing quict basclines
from sccular, annual, ard semiannual levels are also present rescarch topics,

3.5 Immediate Needs
A detailed evaluazion ot the limiting offect of noise upon mapping ob-

servations is needed as a function of the sawpling technique for small and
large scale mapping and geophysical location., Improved detailed instructions
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regarding the anticipated limitations of geomagnetic disturbances upon map-
ing obscrvations need to be communicated to those presently providing the
mapping observations.

3.4 Goals

The long-term purposc of the programs would be to be able to evaluate
the accuracy of old magnetic charts, to provide improved techniques for match-
ing charts of adjacent regions and different epoch; and to improve the final
chart accuracy for geologic and navigation requircments.

4, PREDICTION NEEDS FOR GLEOMAGNETIC APPLICATIONS

Forms of predictions issued by forecast centers for geomagnetic appli-
cations should be simple and specified for individual geomagnetic zones.
Both short-term predictions (72 hrs.) and long-term (27-day to yecarly) are
valuable. Until protective measures arc developed, short-term alerts (1-3hrs)
when magnetic storms are expected to reach intense levels are needed. It
would be helpful to have un auroral oval location predicted. The users would
like to sce a "probability index" in the warning sysiem (e.g.''there is a 70%
probability that a magnetic storm of intensity X will occur in the next 2 hrs.
in geographical region Y'"). For some operations, we necd predictions for
quiet periods. It would be helpful it the forecast centers would integrate
other available station-chain data into the preparation of their forecasts.
The cooperation between various forecasting center and user organizations
should be improved. The forecasting centers could provide more material
for the cducation of users in all uspects of predictions (meanings of various
index changes, cte.).

5. ASSOCIATION ON THE CEFFECTS OF GEOMAGNETICALLY INDUCED CURRENTS

Our Working Group on Geomagnetic Applications decided to form a permment
association of those concerned with the ceffects of geomagnetic variations
upon human enterprise. Anyone interested in active or corresponence-ltevel
membership should contact W. H. Campbell at U.S.G.5. (Mailstop 964, Box 25046,
Denver, Colorado 80225, USA).
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MAGNETIC STORM EFFECTS IN ELECTRIC POWER SYSTEMS AND PREDICTION NEEDS

Vernon D, Albertson John G. Kappenman
Department of Electrical Engineering Minnesota Power & Light Co.
123 Church St. S.E. 30 West Superior St.
University of Minnesota Duluth, MN 55802

Minneavolis, MN 53455

Geomagnetic field fluctuations produce spurious currents
in electric power systems. These currents enter and exit
through system grounding points remote from each other. The
fundamental period of these currents is on the order of several
minutes which is quasi-dc compared to the normal 60 Hz or 50 Hz
power system frequency. Nearly all of the power systems prob-
lems caused by the geomagnetically-induced-currents result
from the half-cycle saturation of power tcansformers due to
simultaneous ac and dc excitation. The effects produced in
power systems are presented, current research activity is
discussed, and magnetic storm prediction needs of the power
industry are listed.

1. Introduction

The earliest documented cases of electric power system disturbances due
to geomagrelic storms go back te March 24, 1940 on systems in northern and
northeastern United States, and in Canada. Since that time, various power
system disturbances have been recorded during specific magnetic storms, and
from 1968 to 1972, a three and one-half year stidy of these effects was con-
ducted in the United States and Canada during the peak of solar cycle 20.
The major power system problems resulting from magnetic storm effects are
increased systewm reactive power requirements, unusual real and reactive
power flows, system voltage fluctuations, generation of undesirable harmon-
ics, misoperation of protective relays, and internal localized heating in
transformers.

The purpose of this paper is to provide a summary of the known effects
and data, past and present rescarch activity, and the prediction needs of
the electric power industry.

2., Electric Power System Effects

2,1 Mechanism for Producing CGIC in Power Systems

The principal mechanism for producing geomagnetically induced-currents
(GTIC) 1in electric power systems is the induced earth-surface-potential (ESP)
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due to geomagnetic field fluctuations during a magnetic storm. The ESP,
which can be 3 to 6 volts/km or higher during severe magnetic storms, is
impressed across the grounded neutral points of three phase transformers as
in figure 1. T[he grounded neutral points can be hundreds of kilometers
apart, resulting in GIC's of 50 to 100 amperes in the neutral leads during
severe storms. The GIC in each phase winding of the transformer causes
half-cycle saturation of the ferromagnetic core, thereby triggering a host
of adverse effects that are detailed later in this paper.

2.2 Geographical Areas Affectad

Areas of the earth surface nearest to the paths of the auroral currents
experience the highest values of ESP. Thus, power systems in more northern
latitudes have both a higher frequency of occurrence of GIC and greater mag-
nitudes. Anpther important factor in determining magnitude of the GIC is
geology of the area. Areas of high ground resistivity, in particular areas
of igneous rock geology, produce higher valucs of ESP and GIC. The doc-
umented power system effects of the August 4, 1972, storm, presented in a
following section, show the influence of both latitude and igneous rock
geology quite clearly.

2.3 Research Results from Solar Cycle 20

Coincident with the peak of solar cycle 20, the Edison Electric
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Figure 1. Mechanism for Geomagnetically-Induced-Currents to Enter an
Electric Power System,
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Institute sponsored a research project from 1968 to 1972 that was conducted
jointly by the University of Minnesota and the General Electric Company, in
cooperation with over 30 electric utility organizations in the United States
and Canada. CIC recorders were installed in transformer neutral leads on
power systems at locations indicated in figure 2; several recorders were
also located in Canada.

A listing of the average number of GIC recordings per month, the max-
imum values recorded, and the mean values of the GIC, by substation, are
given in table 1. Examination of table 1 reveals a dependence on latitude,
but also shows that GIC are present in power systems in southern regions of
the United States. In the case of the southern locations, the magnitudes of
the GIC are affected by geological conditions, power network topology, and
number of power system grounding points in proximity to the GIC recorder.

The most important power system effects identified as a result of
this earlier research were:

(1) Unusual real and reactive power flows.
(2) System voltage and frequency excursions.
(3) Misoperation of protective relays.

(4) Transformer saturatior .nd heating.

(5) Generation of excessive harmonics.

2.4 Effects of August, 1972, Magnetic Storm

The magnetic storm of August 4 and 5, 1972, was recorded as a K-8 storm

Figure 2. Location of GIC Recorders in the U.S. During Solar Cycle 20.
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Table 1. Listing of GIC Recotder Locatfons Duriag Solar Cycte 2% Sojquenced by Average Number of GIC
Indicac: -as Poer Month from March 1969 to September 1972,

AVE.NO.CIC MAX GIC MEAN GIC
8. connaxy SUBSTATLON INDIC. /MO, AMPS AMPS
1. Newfoundland awd Luabrador Power Corner Brook 39.00 100+ 16.50
2, Minnesota Power aund Light Co. Arrowhead 6.91 58 7.65
3. Northern States Power vo. Red Rock 6.67 10 6.00
4, Philadelphia Llectric Co. Peachbottom 6.35 76 10.25
5. Philadeplhia Electric Co, Whitpain No. 3 4,95 86 9.28
6. So. California Edison Co, El Dorade 4.36 8 4.59
1. Minnesota Power and Light Co. Silver Bay 4.29 28 4.59
8. Virginia Flectric Power Co. Elmont 4,22 68 7.11
9. Ottcx Tail Power Co. Bemidji 4,18 44 6.38
10. Philadelphia Electric Co. Whitpain No. 1 3.92 98 9.89
11, Pennsylvania Power and Ligat Jurdiata No. 2 3.83 48 8.37
12, detropolitan Edison Co. Hosensach 3.76 16 5.70
13. Pennsylvania Power and Light Juniata No. 1 3.75 44 11,42
14, Central Maine Power Co. Wyman Hydro 3.35 32 7.11
15, So. California Edison Co. Mammoth Pool 3.33 4 4.00
16. So. Calitornia Edison Co, Lugo © 27 18 8.25
17, Otter Tail Power Co. Winger 2.89 20 5.66
18, Commonwealth Edison Co. Crawford 2.53 12 4.91
19, Arizona Public Service Pinnacle No. 2 2.50 8 4.16
20. Central Main Power Co. Bucksport 2.41 32 6.73
21. So. California Edison Co. Sylmar 2.40 22 7.84
22. Texas Electric Service Everman 2.3 24 6.33
23. Wisconsin Power and Light Co. Port Edwards 2.31 8 4.67
24, New England Electric System Pratts Junction 1.89 10 4,96
25. Consolidated Edison Co. Pleasant Valley 1.82 68 13.40
26. Northern States Power Co, Black Dog 1.81 16 6.25
27. Northern States Power Co, Minnesuta Valley 1.47 16 8.40
28. Consumers Power Co. Riggsville 1.34 8 6.34
29, Ytah Power und Light Co. Naughiton 1.23 12 6.67
30, Duke Power Co. Beckerite Tie 1.33 12 4.78
. Consolidated Edison Co, Sprain Brook 1.30 32 7.78
32. Virginia Electric Power Co. Dooms 1.17 15 6.29
33, Duke Power Co. Marshall Steam 1.06 8 6.29
34, Bonneville Power Adm. Aberdeen .95 12 4.80
35, Duyke Power Co. Eno Tie .93 12 5.89
36. New England Electric System Tewksbury .91 14 5.50
37. Detroit Edison Co. Hatrbor Beach 91 8 4,80
38, Niagara-Mohawk Power Corp. Rotterdam 91 18 7.11
39, Utah Power and Light Co. Sage .82 5 4.00
40. Consulidated Edison Co. Dunwoodie .79 4 5.71
41, Ohio Valley Flectric Co, Pierce B 74 8 4.00
42. Consumers Power Co. Alpena .65 12 5.60
43, Ohio Valley Electric Co. Pierce A .62 8 4,21
ba, Bonneville Power Adm. Midway .57 10 4.50
45. Metropolitan Edison Cc. N-Temple .55 16 8.00
46, Dayton Power and Light Co. BK~S .53 4 4,00
47. Hydro Quebec Boucherville No, 2 .48 8 5.33
48. Florida Power and Light Columbia .46 12 5.71
49. Pennsylvania Electric Co. Shawville No. 4 .36 12 6.40
50. New England Electric System Comerford <32 6 4.50
51. Hydro Quebec Boucherville No. 3 3 8 6.00
52. No. Indiana Public Service Plymouth .26 <4 <4,00
53. Dayton Power and Light Co, 4K-N W25 4 4,00
84, Pennsylvania Electric Co, East Towanda .20 4 4.00
55. Consolidated Edison Co, Rainey 19 6 4,00
36, Arizona Public Service Pinnacle No. 1 .19 9 6.00
LT Texas Elcctric Service Graham .6 4 4.00
58, Utah Power and Lignt Co. Ovid .13 <4 <4,00
59. Pennsylvania Electric Co. Shawville No. 1 .11 4 4.00
60. Bonneville Power Adm, Redmond .07 <4 <4, 00
6l. Duke Power Co. Mit:hell River Tie .07 <4 <4.00
62, Detruit Edison Co, Tuscola .07 <4 <4,00
63. Florida Power and Lisht Co. Starke 0o <4 <4,00
64. Texas Electric Ser ice Jewetrt .05 <4 <4,00
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at the Fredericksburg, VA, observatory. Power system disturbances were
noted on a large number of power systems in the U.>. and Canada during this
storm; figure 3 shows the locations of reported power system disturbances.

The effects of the storm on power systems were most severe in north
central United 3States and Canada. Examples of specific system disturbances
are listed in table 2. The plienomenon of unusual watt and var flow, voltage
fluctuations, relay operation, excessive harmonics, and frequency deviations
are all evident. One utility in Canada had two generating units trip out,
and narrowly averted additional generator unit tripouts. No large area black-
outs or system instability occurred, but the potential exists for such prob-
lems uuder certain system loading and operating conditions during severe
magnetic storms.

3. Present Research Activity

3.1. Introduction

This section presents a brief overview of present known research activi-
ties, in the U.S. and Canada, that are related to the effects of geomagnetic
storms on electric power systems. No attempt is made to list research that
may be underway outside the '"'.S. and Canada. Also, the authors apologize
for unintententional omissions from the listing.

Figaure 3. Reportud Power System Disturbances on August 4, 1972,
A = strong. A = moderate. A = weak. Igneous rock
areas outiined.
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Manltoba Hydro Co., Winnipe,, Mmpgoha, Canada

UsSA Ti.
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rent in 1ito-transiormer tertiary

Blackheriy Saoatation 00 amperes of thied-harmonie
current in ato=traasforter teritiry

Notlee no phase curreut unbilance or transformer neuttal
current

Arrowhead Lubetation, Duluth, Minnesota: GIC firsr went
tu 22 ampueres at 19505 ot 1, A6 amperes at 1757 CBT
and dronped sxponeutially eo 20 ampores at 144y
CDT, then varfed from 5 to 20 amperes until 2100
coT
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Surthern Stat s Power Col

Publir Service Fle:eric and

Spectific Pueer System Disturbonces During k-8 Storm ot Aupust &, 1972,

w Muneapalts, Mimnesocy

Kine = Fau Clatre 345 AV line 116 to 92 MW

Red Rock = Adens 345 &V line U to 30 MW

Red Riack = Adams 3e5 kV line 90 to L0O MVAR
Lakefioad = Parkers Lake 34) kV Line SO to o0 Md
Laketicld - Parckers Lake 234 kV line 110 to 5u MVAR
Eau Claire = Rocky Run 345 kV line 50 to SuU MW

Red Rock = Arrowhead 230 kV line 50 to 70 My

Red Rock = Attowead 230 kV line U e 3 HVAR
Rivertor = Monticello 230 kV line 40 to 20 “W
Farpe = Cass Co. 6 MY

115 kV Line #1 52 to

Fargo - Cass Co. 115 kV line #2 2% ro 12 MW
Mapic River - Red River 115 kV tine 45 to 40 MW
USSR - ASP tirand korks 69 kV 12 to 13 MW

Red Rock 234 kV bus 349 to 345 kV

Red Rack 115 kV bus 119 to 118 kV

urand Forks 69 WV bus I8 to YOV

Cass Co. 23 kV bus 25 to LB kV

Minneapolis Frequency 90,900 to 60,02 oz

Farue, N.b. Frequency ©0.00 to 60,015 iz.

Glenwood, Minn., had an 13D uitfcrential relay on a
3=2.5 MVA 69-4 WV w «=wye Lank. (3-5 MVA
wye=dolta ground banks.) No harmenic rostraints on
relavs.

Fargo, M.D. Dispatch Ccnter emergency generator ran 3
minutes.

__Newirk, New Jersey

1.0 MVAR

e
Branchburg - Ramipo 5300 kV line 90 to

Braachbhure = Rarapy 300 AV line 99 Lo 10 M4
Brancthbiury - Alburtis 300 &V line JWH) Lo I8 MVAR
= Albartzs S5ut WV line €16 to 330 (o w0

Branchbury - Whitpain 500 kV line 49 to 60 MVAR
Brauchbury — Widtpain S00 kV line 220 to /0 MW
Linden - toerchals 230 kV line 20 to 0 A0 MVAR
Linden = Gos rhals 230 kV lice 40 tao 50 MW

Pleasant Valley - Buckingham 230 kV line 10 to 20
MVAR
Plcasant Valley - Buchinsham 239 kY line 1) to J) MW

New Frocdom =~ Monroe 230 AV line *0 to b0 NMVAR

Roseland = Meatsville 230 &Y Line 1) ro 7O MVAR

Lawr rre Seitch (connected to Branchbure) o to 14
MVAR

Trenton Switch (connecred to Branchbarg)
35 VAR

Tatal seneration change 2900 to 3080 MW
Fotal p acration chanes 1100 to 1300 MVAR

23 to Il to

GIC at Branchburs startea at about 10 ampeces at 1640
D1 and peaked R0 amperes at 1842 0D droppel
bk to 5 amperes arounnt (3,5 LOT spiked occasiea-
Ally to 10 anperes and peaked amain g 20 amperes o
2030 FDT gnd then <o Lad ran dly,

Transtoraer ofl s alesi s tromcoil samples tiaken
7=17=72 and A=168=72 hoaed no sigmificant chanpes

GIC recordi v slhiowed 2% amp. peak withy charse rates of
2.5 to 3 oamps per aecond

Inltial cxcursions ot 3 wnps GIC bevan s
anps At Ta Ml PDY end 2 amps at brdd val,
disful ed dne sl ceeomentiailly bk oy

139 PDT, 7
Fhi .
mps G,

2000 P dhe o don partion ot the dlsturhanes e
aver araund (900 Pul

No chaaes o e ol o daray tram nbl aamplesn tak
aftead tie e omasnet e ntorm



3.2. Hydro Quebec Research Institute

The Hydro Quebec Research Institute of Varennes, Quebec Canada, has
conducted research on various aspects of geomagneticaily induced currents
in power systems for approximately ten years., Their most recent effort has
been directed toward theoretical analysis and experimental verification of
the effects of GIC in power transformers.

3.3, University of Alaska

The University of Alaska is conducting research into effects of GIC on
0il/gas pipelines and electric power transmission systems., Geomagnetic field
fluctuations and earth surface potential measurements are being correlated
with GIC measured in transformer neutral leads and with zero-sequence cur-
rents measured on the Golden Valley Power Co. system at Fairbanks, Alaska.

3.4, University of British Columbia

Researchers at the University of British Columbia are attempting to use
micropulsation indications as a precursor to the lower frequency, larger
magnitude field fluctuations that cause power system disturbances. There
will be cooperation with the British Columbia Hydro organization to install
recorders to measure GIC on their power system. The measured GIC will then
be correlated with triaxial flux gate magnetometer and micropulsation meas-
urements.

3.5. University of Illinois - Chicago Circle

Researchers are seeking support for a broad research effort which would
monitor GIC at critical power grid interconnections across North America.
The project would utilize direct measurements of the interplanetary plasma
energy flux from the ISEE-3 satellite to develop magnetospheric substorm
prediction algorithms. The research might also encompass controlled iono-
spheric heating experiments using harmonic radiation from unbalanced power
lines as trigger mechanisms,

3.6, University of Manitoba

This research has focused on the prediction of the magnitudes and fre-
quency of occurrence of GIC on the Manitoba Hydro Power system. Spectral
analysis of recorded GIC waveforms and of magnetograms from a neacby ob-
servatory were used in conjunction with earlier work by Campbell that re-
lated geomagnetic field variations with the Ap index.

The University of Manitoba has also developed an in-line curvent trans-
ducer which allows measurement of GIC directly in a transmission linz con-
ductor,

RIS



F#

3.7. University of Minnesota

The University of Minnesota, Minneapolis, Minn., is presently conducting
research sponsored by Minnesota Power and Light Co., Duluth, Minn., Manitoba
Hydro, Winnipeg, Manitoba, Northern States Power Co., Minneapolis, Minn.,
and The Electric Power Research Institute, Palo Alto, California. The
purpose of the study is to investigate the effects of GIC on a future 500 kV
ac transmission line that will be built from Winnipeg to Duluth to Minneap-
olis - St. Paul, 1In addition to a number of engineering studies being done
at the University of Minnesota, at Minnesota Power and Light Co,, and at
Manitoba Hydro, GIC recorders are measuring GIC before and after construction

f the 500 kV line. A triaxial flux gate magnetometer and earth surface
potential measuring station has been installed northwest of Duluth, Minn.,
wichin a few miles of the new 500 kV substation. The geomagnetic field
and earth surface potential data will be correlated with GIC measurements.
Field tests and measurements will also be made on the power system to examine
increased transformer var demands and generation of harmonics.

In the last several decades mrsi regional electric utility companies
have strived to interconnect their bulk transmission systems with neighboring
utilities. The formaticii of these networks and power pools has proven to be
an effective and ecounomical method for a localized area or system to increase
reliability of service to its customers. These bulk transmission intercon-
necticns readily facilitate the exchange of economy and emcrgency energy
betwein distant utility systems. This was demonstrated during the recent
cual strike (winter 1978) in the eastern United States, when much of the
energy consumed in the east was supplied from generating facilities in %=
midwest. As discussed, interconnections have in many ways enhanced the ve-
liability and operating flexibility of electric power systems. However, in
the presence of geomagnetic disturbances, degradation of system reliability
can occur due to increased magnitudes of GIC caused by numerous, as well as
lengthy interconnections, The earth surface potential difference generated
during disturbances can cause large differences of potential from one end of
a network to another, this combined with the low impedance presented by
numerous interconnections and parallel paths can result in higher magnitudes
of GIC than would be expected if systems were operated isolated. The pvo-
posed 500 kV interconnection from Winnipeg, Manitoba to Duluth to Minneap-
olis - St. Paul is one such transmission interconnection which is expected
to significantly contribute to the increased occurrences and magnitudes of
GIC's on the area power system. Figure 4 shows the geographical location of
the line route and interconnection points. The Dorsey substation in Winni-
peg will be interconnected to the Forbes substation near Duluth by 330 miles
of 500 kV line. The Forbes substation will then be interconnected 150 miles
to the south to the Chisago substation near the Twin Cities. Nearly the
entire route of this transmission line lies within an area of igneous rock
geology, compounding an already worsened situation. Also shown is the lo-
ca ion of the Zim test site where the triaxial flux gate and earth-surface-
potential recording equipment are located.
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4 Magnetic Storm Predictions for Electric Powe. Systems

4.1. The Nature of Power System Control Centers

Power system control centers, or dispatch centers as they are also call-
ed, have the primary responsibility for operating and controlling the entire
syscem at all times. This entails matching system generation to system load
under varying system loading conditions while maintaining system frequency
and voltage profiles within close tolerances. Moreover, btecause of the
crucial nature of a continuous supply of electricity to its customers, the
power system must be operated in the most reliable manner possible in the
face of system disturbances such as unexpected Joss of major generating
units, key transmission lines, etc.

Control centers function through a combination of automnatic control,
either analog, digital, or both, and human operator superv ._sion, with actual
control of system equipment and elements accomplished through a complex
telemetering and communication system. The degree of hvman vercus automatic
control depends or the sophistication of the system, but in any event there
is some point at which the hvman operator can and must make decisions and
exercise control over the system,

System operators are trained to respond to various credible system
disturbances, such as loss of major transmission line or substation. If the
control center is aware of impending system disturbances, there are usually
advance procedures that can be taken that will insure that the system is in
a state ol maximum reliability to withstand the dist.rbance. Thus, for those
situations in whichk advance warning can be given, it is important to do so.

4,2 Existing Power System Alerting Procedure

Based on recommendations that resulted from the research discussed
earlier during solar cycle 20, there is an alerting proceduve in operation
for the electric utility industry. When a magnetic storm of intensity K-5
or greater is detected, the Space Environment Services Center (3ESC) of NOAA,
Boulder, Colorado, notifies several electric utility organizations, including
the American Electric Power (AEP) Companv in Canton, Ohio. The AEP Control
Center is tied in to a continent-wide communication svstem xnown as the
North American Power System Interconnection Committee (NAPSIiC) Time Error
Correction Network (TECN). Having received a K-35 (or greater) aiert message
from the SESC, tae AEP Control Center then sends a teletype message to all
North American continent utilities through the NAPSIC TECHN.

The present alerting procedurce is valuable to the industry, but has two
disadvantages (1) the alert is a ccincident-with rather than an advance
warning, ind (2) it provides a blanket-type coverage aler. that is not es-
sential informa ion to all the recipients and may be ignored eventuallyv.

The prediction needs listed in the next section would overcome these dis-
advantages.
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4.5. Prediction Needs for Electric Power Systems
There are several basic requirements that should ideally be met by a
magnetic storm prediction procedure for electric power systems:

sufficient advance warniag, sday, two hours or wmure.
Expected intensity of the magnetic storm and duration,
Ceographical areas which will be affected by the magnetic stoim.

o IS b

Regarding the advance warning period, two hours would be aminimum period,
and something greater than two hours would be more desirabic.  This advance
warning period is necessary so that system operators can assess their present
and expected generation, transmission line flows, and loading states, ond
take corrective actiorn prior to the onret of the storm, For example, if a
particular svstem operating condition requires a heavy tie-line flow with
an adjacent srvstem at a point of interconnrection, and if the interconnection
is through a long ecast-west line, system opoerators may wish to reduce the tie
line flow prior to the magnetic storm to minimize svstem stability problems.
Reducing the tie line flow cculd involve start-up of additional generating
units or negotiation for the power purchases through other interconnections.

It would also be desirable to predict the expected intensity of thwe
storm; 3 K-5 storm will produce much less severe cffects than a K-8 storm,
Further, the expected storm intensity will determine the extent of the pre-
paratory corrective actions taken by the svstem operators. T[redicting the
durdtion of the magnetic storm is also important. System operators are
accustomed to tracking severe weather in their svstem area - the severity of
the weather, the areas affected and to be affected, the rate at which the
severe weather is traveling, and the expected duration of the severe weather
in system subarecas. In the case of magnetic storms, similar information is
needed. There is also a psyvchological aspect to system disturbances from
magnetic storms that should be mentioned. In the case of a severe magnetic
storm, a system operater will probably observe unusual fluctuations in wirts,
vars, and voitage at all points on the svstem simultancously; this is unncorv-
ing by its nature.

Past reseurch has shown that the eifects of magnetic storms on power
systems can be regional in nature, if not local. Power systems in the New
England States may be affected, for example, while those in north central
U.S. are not, and vice versa. To eliminate unnecessary action and concern
cn the part of svstem operators, it would be wost desirable if the regions
to be affected could be pinpointed to some degree.

At the present time, little is known as to how a power system will be-
have and rcact to various intensities of geomagnetic disturbances. System
operators can only use their intuition in adjusting conditions to lessen
the impact. 1t is the belief of the authors that present and future research
efforts, conducted by the power industry and other interested groups, will
develop a method to predict the behavior of an electric power system during
a storm, Tuis method could be used similar to the way that load-flow and
stability programs are now used in the power industry to oredict line loading
and voltage levels. When this technology has been developed, the advance
wiarning and intensity predictions can be used by system operators in deter-
mining the system effects and the necessary corrective actions,
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5. Conclusions

Research and operating experience has shown that geomagnetic storms
cause a number of adverse c¢ffects on electric power systems. Some of these
effects have the potential of contributing to serious operating problems.
Advance magnetic storm warnings of the proper type could significantly reduce
the risk to power systems, and it is recommended that adequate prediction
procedures and methods be implemented.
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THE PROBLEM OF SOLAR INDUCED CURRENTS

D. H. Boteler
Department of Geophysics and Astronomy
The University of British Columbia
Vancouver, B.C. Canada

“his paper presents a brief review of the research on Solar
Induced Currents (SIC) and suggests directions that this wor’
should take in the future. The production of surface elect.ic
fields by geomagnetic variations is discussed with reference to
magnetotelluric theory; and evidence is presented to show that
the severity of SIC at Cornerbrook, Newfoundland is due to
channelling of currents induced in the sea through a region
adjacent to the power line. An 'isolated loop' approximation
is proposed for calculating the quasi-d.c. currents produced
in the power system by the surface electric fields. Identification
of the processes causing the geomagnetic perturbations responsible
for SIC would be aided by investigation of the local time depend-
ence of SIC occurrence. Such knowledge could potentially be used
to provide several hours warning of SIC.

1. INTRODUCTION

Power system disturbances have been known to occur during geomagnetic
storms for nearly 30 years. The disturbances are due to quasi-d.c. curreuts,
induced in the earth by geomagnetic field variations, flowing through
transformer neutral-ground connections into the power system. Because tne
geomagnetlic storms originate with disturbances on the sun, the quasi-d.c.
currents were called Solar Induced Currents (SIC), however reccatly the
more appropriate term Geomagnetically Tnduced Currents (GIC) has also becn
used.

The level of interest of etectrical engineers in geomagnetic phenomena
siows a marked correlation with the sunspot cycle! Interest was first
aroused by power system disturbances during the geomagnetic storm of March
24, 1940 (McNish, 1940) and e»tonsive SIC ceffects were noted during the storm
of February 1958 (Slothower and Albertson, 1967) and the storm of August,
1972 (Albertson et al, 1974). By the time of the last sunspot maximum (1968-
1970) a major resear .h effort had been mounted under the sponsorship of Lae
Edison Electrice Institute, and the results of this study (Albertson et al,
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1973; Albertson and Thorsen, 1974) represent the principle contribution to our
knowledge of SIC.

Significant contributions have been mzde in parallel fields by Anderson
et al (1974), who studied the effect of geomagnetic disturbances on cable
communication systems, and by Campbell (1978) who analysed the induced
currents in the Alaska pipeline. Cambell used the geomagnetic activity
index, Ap, to determine the expected levels of induced currents in the Alaska
pipeline, and this technique was adaptesd by Goddard and Boerner (1978) to the
SIC problem. Apart from this, there has been an increased awareness of the
effect of geomagnetic phenomena on man-made systems (e.g. Lanzerotti, 1978)
and of the effect of power system radiation on the space environment
(Helliwell et al, 1975; Hayashi et al, 1978) but little work specificall,
related to the problem of SIC.

The facts to date about SIC are that they fluctuate with a period of
several minutes, ie. are quaci-d.c. compared to 60 Hz; and their occurrence
correlates with that of geomagnetic storms. Areas of igneous rock geology
give rise to higher SIC values and anomalously high 3IC are experienced at
a location in Newfoundland (Albertson and Thorsen, 1974). SIC are generally
more severe at higher latitudes and because of this are bLelieved to be due
to the geomagnetic disturbances produced by the auroral electrojet. Possible
values of the surface electric field (and consequent levels of SIC) due to
the auroral electrojet were calculated by Albertson and Van Baelen (1970) and
shown to be ronsistent with observed SIC. Albertson and Van Baelan also
showed that SIC should be greater in power lines running E-W compared to
those running N-S, although no observation of this effect in practice has
Ecen reported in the literature.

The effects of SIC on electric power systems and the prediction needs
oi the power industry have been well covered by Albertson and Thorsen (1974)
and Albertson and Kappenman (1979). The problem confronting geophysicists
is to explain the production of surface electric fields by geomagnetic
disturbances and combine the electric field information with power system
parameters to produce a quantitative understanding of SIC. This knowledge
should then be coupled with improvements in predicting geomagnetic disturb-
ances to obtain forecasting of SIC levels in any particular power system.

2. PRODUCTION OF SURFACE ELECTRIC FIELDS

Geomagnetic disturbances induce currents in the earth and the pctential
drop produced by the flow of these currents can be detected at the surface
as an electric field E, also called the earth surface potential, ESP. In
the simplest case the geomagnetic disturbance can be considered as a downward
propagating wave of frequency w, incident on a homogenenis earth of conduct-
ivity o, . The relationship betwecen the electric and magnetic fields at the
surface is giver by

Ex _ jugya :
Hy (-_O]--) (1)
and the depth of penctration of the wave to é its surface value is
1 _ 1/t
skin depth, &1 = S D o “1 (2)
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It is obviour that the skin depith increases with the period of the geomagnetic
variation and so, in a real earth, conductivity changes with depth will

affect the frequency response of the function E_/H . This was recognized

by Kato and Kikuchi (1950) and Kato and Yokoto Y (1953) who expounded the
initial theory which, with further developments by Cagniard (1953), led to

the technique now known as the magnetotelluric method.

The magnetoteiluric method uses mrasurements of E_/H_ versus frequency,
w, to determine the conductivity structure of the eartﬁ, y usually by
comparison of the experimental results with results from calculations for a
range of earth models. In the SIC study we are concerned with the reverse
problem of (hopefully) knowing the conductivity structuve below the urea
concerned and wishing to calculate the surface electric field E_ produced by
a geomagnetic variation of magnitude H_ and frequency w. However, the math-
ematical analyses of induced current dgveloped for magnetotelluric studies
(eg. Price, 1967; Jones and Price, 1970) are still applicable to the SIC
problem.

The theoretical treatment of induced currents developed by Cagniard
(1953) nas been extended by later workers to include effects due to the scale
of the source field. For example, the formula produced by Wait (1962) for
a 3 layer earth with layer thicknesses h , h and «, and conductivities o ,

g and o_ is 1« 1
2 Uy Wy =% 01 )
By G BT allomuh ), S0 ] ()
1 2 1 2

o} a

where the 1lst term is the formula for a homogeneous earth of conductivity o
the 2nd term includes the effect of the source size L, with B=62/2L2 1
the 3rd term contains the layered earth effects.

Price (1962) has argued that Waits formulacion contains some simplifying

assumptions, regarding the effect of the source size, that aficct both Q

and §; and there is still some ccnfusion as to the true effect of the source

size on the distribution of induced currents.

Determining the source size is alsc a problem. Campbell (1978) used
Waits' (1962) formulation and derived the formula L = 0.2T for the scale
length, in km, of a geomagnetic variation with period T sec. This formula
is based on the concept that a geomagnetic variation with a period of 24
hours has a scale equal to the circumference of the earth round the auroral
zone, and that shorter period variations have a correspondingly smaller scale
length., However it one considers a geomagnetic bay with T = 1800 secs
(30 min.), produced by the auroral electrojet, Campbell's formula gives a
scale length equivalent to 7} degrees of longitude, whereas the auroral
electrojet is known to extend up to 60°, or more, in longitude. The scale
length of other geomagnetic variations whose origin is attributed to the
auroral electrojet (eg. Pc 5 pulsations) are likely to be similarly under-
estimated by Campbell's formula.

Wait's formulation was applied to the SIC problem by Goddard and Boerner
(1978) who used it to compute the probable frequency spectrum of electric
field variations during a geomagnetic disturbancc observed in Manitoba.

This electric ficld frequency spectrum was then used for comparison with the

frequency spectrum of SIC observed during the same disturbance (fig. 1). The

spectra of the electric field and SIC should be highly correlated so the
discrepancy shown in fig. 1 is likely due to the calculation of the electrie
field. Goddard and Boerner used Campbell's formula for scale length and, as
indicated above, this is an approximation and may produce a different frequancy
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Fig. 1 Average pnwer spectra of (a) X component of magnetic field at
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field (calculated from the magnetic rfield variations), and (c) solar
induced currents at LaVerendrye, Manitoba, (after Goddard and Boermer,
1978).
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dependence than occurs in practice. The transfer function E_/H_ used by
Goddard and Boerner, as shown by figs. la and 1lb, is obviousfy independent
ol frequency; however, Campbell (1978) using the same formulation, but a
different earth model, obtained a transfer function dependent on frequency
which he approximated by the expression

EX1x 108 = 3.8 - 0.92 log T (4)

Hy
Thus the frequency dependence of the transfer function, Ex/H s, 1s very
dependent on the earth model used. y

Tt should be remembered that the parameters 0150, h1 , h2 , etc. used

in the earth models are the mean values for an area comparable to the scale
of the inducing field. The significance of the conductivities at depth is in
how they affect the distribution of currents with depth and consequently the
value of the surface current., The electric field at a particular location
can then be determined by knowledge of the surface current ond the local
conductivity. Igneous rock areas are an example of the effect of local
conductivity because their low conductivity, compared to other rock types,
gives rise to higher electric fields and in consequence a greater probability
of SIC problems. In Newfoundland the SIC magnitudes are too large to be
simply accounted for by low conductivity and evidence is presented in an
Appendix to show that the severity of SIC at Cornerbrook, Newfoundland is due
to channelling of currents induced in the sea through a region adjacent to
the power line.

3. SYSTEM CONSIDERATIONS

The resistance of a power line, although typically a few ohms, is con-
siderably greater than the resistance of the earth betweer the two ends of
the power line. Thus it is applicable to calculate the surface electric field
ignoring the presence of the power line, and then examine the effect cof that
electric field on the power line as a separate problem. The electric
potential applied across the ground points at the ends of a power line is
simply the product of the component of the electric field parallel to the
power line and the distance spanned by the power line. However the magnitude
and distribution of the currents, in the power system, produced by this earth
potential depend on the relative magnitudes of the resistances of different
parts of the system.

An analysis of part of the B.C., Hydro power svstem showed that for quasi-
d.c. currents the system could be represented by a network of 'line resistarces'
and 'station resistances' as shown in fig. 2a. The station resistance is the
resistance between the high veltage bus to which the power lines are connected
and the ground mat of the substation. This station resistance could be simply
the resistances of two transformers in parallel or, where autotransformers are
used, a more complicated network of resistances as shown in fig. 2b. There is
also a resistance between the station ground mat and 'true earth', which is
called the 'station ground resistance', but this is usually small comparced to
the station resistance and can be neglected. The 3-phase power svstem can
then be considerced as 3 identical resistonce networks in parallel and it is
sufficient to consider one network only. This will enable calculations to
be made of he quasi=d.c. currents expected in any part of the system; except
that the current chrough the neutral-ground counector of a transformer (vhere
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Fig. 2 a, l-phase diagram of a power
line, illustrating the net-
work of line resistances R , t))
R, . . 'Rn’ and station 1 » 300KV
resistances § , ,5 , .
S 01 12
n,n+1.
b) Diagram of the components of
the station resistance betwe-

|
en a 500KV line and ground. .
(in this case at Williston %
(LTT

AAAA
\AARS

» 230KV

i (1144

AIA_;'

>
>
-4

substation in B.C.)

GROUND

SIC are usually measured) will have currents from each of the 3 parallel
networks and so will have 3 times the current calculated for an iadividual
winaing of that transformer.

To determine the quasi~d.c. currents in the network shown in fig. 2a,
equate voltages round loop i where i=1,2,3 ...n.

Si—1,1 PyTien) YRy =8y g (TP = Y )
Collecting terms gives
- - C =
it Limn P Ry v S0 ¥ 8 1) Ty 7 S a7 Y
(6)
For an isolated loop . (o) _,,,yi . -
i R, +S s

1 i-lyi+ i,i+]

and this can be taken as a first approximation to the sclution of the general
case, ie. equation (6). Employing an iterative method one can write

- 1 (0) (1)
Ii Ii + Ii + e (8)
where the first order correction I.(l) i{s given by
(0) | « (o)
L St it )
. Re+ Sicnt Y814
154



.

S

) 1 N iy Ll
Ri#S 1,785 001 Rim1™Sio0,500%851,1 170 Repr %Sy 14178 541,142 1

(10)

Therefore

r S, , S, .

L " %8 - +S ->Vi+R +s1-l" S Vit 15 1’1+41rs V'”}

L i7°i-1,i""1,i+1 | i-1""i-2,i-1""i-1,i * i+17 04,140 i1, i+ ¢
(11)

O0f the three terms in brackets in equaticn (11) the coefficients of Vi-l and
Vi+ will be less than one and in the many cases in which line resistances

are greater than the station resistances the coefficients will be small so
that these terms can be ignored. The isolated loop approximation (equation 7)
then represents a reasonable solution to the problem of calculating loop
currents.

To determine the current through a particular station resistance S, i+1
it is necessary to consider the currents in loops i and i+li. Tt will ba’
seen from equation (5) that the currents I, and Ij+] tend to cancel each other
at their common station, and so higher curtents will be experienced in the
lines than at the stations. The station resistance is actually comprised of
a network such as in fig. 2b and the station current will naturally divide up
between the different paths according to the relative resistances of the
different transformers. Hence the current through an individual transformer
will be a fraction of the current I, ,-I. flowing to ground through the station
Fig. 2b also shows that where autotfansformers are used higher currents will
flow in the high voltage part of the winding than in the low voltage parc.

4. PREDICTION OF SIC

If forecasting of SIC is to be improved it is no longer sufficient to
describe SIC as being correlated with geomagnetic storms. It is desirable to :
ascertain which mechanisms are responsible for SIC and then prediction of
these mechanisms can be related to prediction of SIC. The increase of SIC
mangitudes w.th latitude, as mentioned earlier, points to the auroral electro-
jet as the cause of the field variations responsible and this has been v
assumed to be the case by most authors. However it is debatable whether the
S5IC seen at lower latitudes (eg. in the southcrn USA) are due to the auroral
clectrojet; and Andersen et al (1974) have presented evidence to show that
magnetopause currents were responsible for the geomagnetic disturbance that
so badly affected some communications systems in August 1972,

Resolution of this question would be greatly aided by knowledge of the
diurnal occurrence pattern of SIC. Many geomagnetic phenomena have distinct
average variations of occurrence with local time which are well documented
(e.g. Hartz and Brice, 1967). An equivalent representation is a local time
perturbation profile such as that shown in fig. 1 of Cluuer and McPherron
(1979). Their profile indicates that, for the current system specific (which
involves a partial ring current), the maximum perturbation at mid-latitudes :
will occur in the afternoon. At auroral latitudes the major source of
disturbances is the westward electrojet and this is located in the regior

extending from 22,00 to 06.00 local time. Other disturbances can be sir..ariv
associated with a range of local times and the local times of occurrenc. o :
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SIC should match those of the phenomena responsible. Also knowledge of SIC
occurrence patterns at a number of locations could show whether or not the
responsible phenomena change with latitude.

Should a SIC mechanism be identified which has a well-defined local time
dependence this knowledge would greatly aid SIC prediction. Even if SIC are
produced by each and every type of geomagnetic disturbance they may show a
local~time occurrence pattern simply because of the greater frequency of
occurrence or greater magnitude of one specific mechanism. In the majority
of cases such a local-time dependent probability of SIC occurrence could be
used to provide several hours warning to electric utility operators of
potential SIC problems.

Suppose, for example, that SIC are predominantly due to geomagnetic
disturbances caused by the westward auroral electrojet and so occur mainly
between 22,00 and 06.00 local time. By continuously monitoring this time
zone, warning of geomagnetic disturbances, in many cases, could be given
before they had a significant effect in N. America. This method, of course,
provides no warnings of disturbaces that commence while N. America is in
the 22.00-06.00 local time zone. Major disturbances will last for a day or
more so the time zone specified could be considered as a "disturbed" zone,

1200

e 00-00

uo“e\on suley.__
o

'
Te—

18-00

Fig. 3 View of the earth from above the N. pole showing N. America being
brought into a 'disturbed' zone by the earth's rotation.
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fixed w.r.t. the sun (fig. 3), through which N. America passes as the Earth
rotates. Continuous observation of this "disturbed'" zone effectively
requires world-wide real-time monitoring of the surface geomagnetic field and
relaying of the information to a centre in N.America. (A major undertaking).
However notification of disturbed conditions at European observations could
be used to provide fo ‘ecasts, 4 hours or more in advance, of potential SIC
conditions in N. America.

Even when geomagnetic disturbances can Le predicted, sections 2 and 3
have shown that there are several factors limiting the translation of this to
a forecnst of the SIC magnitude to be expected at any particular location.
Fortunately earlier experimental work has provided us with an empirical
measure of the relative magnitudes of SIC at Jifferent locations in the form
of Albertson and Thorsen's (1974) cumulative severity index (CSI). SIC
predictions could be broadcast for a station with a CSI of 1 and, prcviding
a suitable scale could be devised for the predictions, the electrical utility
operators at each location could multiply this by their own CSI to obtain a
prediction relevant to their own system.

5. CONCLUSIONS

It has been demonstrated that the magnitude of SIC at different

locations depends on local conditions and this is most marked in the case

of the Cornerbrook power system in Newfoundland. At a particular location,
the level of SIC in individual transformers (which is the critical parameter
for SIC effects) depends on the relative maguitude of the currents in the
adjacent parts of the power system as well as on the number and size of the
transformers at the substation. The determination of t(he local time depend-
ence of SIC occurrence would help identify the phenomena responsible and
could potentially enable several honrs warning to te given of SIC conditions.
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APPENDIX: +wHE CASE OF NEWIFOUNDLAND

The severity of S1C at Cornerbrook, Newfoundland is too great to be
simply ancther example cf an igneous rock area and the case requires closer
inspection. Fisher (1970) documented some of the problems -Jue to SIC
experienced with the Coimerbrook power system and he also repoirted that other
electric utilities in Newfoundland did not experience noticeable SIC effects.
The Cornerbrook power line is coincident with a zone joining carboniferous
sediments to the salt water of the Gulf of St Lawrence (Wright, 1978); and
Wright has suggested that this zone may be a conductive channel for telluric
currents and be responsible for the great severity of fIC.

The intensity of induced currents in tne oceans will be much %reater
than those on land because the conductivity of sea water (3-4 ohm $'1{ is
several orders of magnitude greater than that of rock (10_1-10-“ohm_‘m_ )
Price (1967) has shown that significant induced currents with a period of 15
min, can be expected in depths down to 500m.; therefore, for shorter periuds,
sizeable currents can be expected in the depths of 300m. typical of the
continental shelf along the east coast of N. America. A theoreticul analysis
of induceu currents near a conductivity discontinuity (such as a coascline)
by Jones and Price (1970) shows that the currents should be concentrated on
the high conductivity side of the discontinuity; and «vidence for such an
effect has been presented by Schmucker (1964) and Boteier (1278). Tnus the
indications are that high induced current densities occur along the ecast
coast of N. America during geomagnetic disturbances.

Newfoundland and Nova Scotia represent low condurtivitv anomalies in the
path of the coastal induced current (fig. 4.) and althoug! the currents will
tend to flow around the land the current acvoss Newfoundlard and Nova Scotia
will be greater than the currents experienced on the continent proper. The
currents will ohviously concer.trate across the narrowest parts of Newfoundland
(see insets in fig 4) and the surface elcctric field in these locations will
thus be considerably gr:ater than elsewhere on tle island. Over distances
for which the potential drop in the sea is small the coastlines o~ opposite
sides of the island can he considered as cquipotentials. Hence any power
line running across the _sland and gruunded on each shore will have the samc
potential applied across it during geonagnetic storms. Should such power
lines presunt the same resistan to SIC the magnitudes of STC would be the
same in each power line. However shorter liancs bive lower resistances and
consequently higher SIC levels. Thus the Cornerbrook power line iz in onc of
the worst possible situations for experiencing SIC problems. Another location
presumably similarly affected is the Amherst area of Nova Scotia: - fact that
may be significant considering the plans fcr power generatior in tb> Bay of
Fundy.
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Fig.
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)

4 Map of *he E coast of N, America (geographic co-ordinates)
The insets show che channclling of induced currents across Newfound-
land and lova Scotia that is postulated to occur during geomagnetic
disturbances.
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PREDICTION OF SOLAR INDUCED CURRENTS .D EFFECTS ON POWER
TRANSMISSION SYSTEMS IN CENTRAL CAMADA
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Winnipeg, Canada, 73T 2N2

W=-M, Boerner
Denartment of Information Engineering, Universitv of Illinois
at Chicapgo Circle, Chicago, Illinois 60680 U,S.A.

The extensive use of the hvdro-clectric generating capacitv in North-
ern Manitoba requires long HV-DC/AC transmission lines to serve the
southern part of Manitoba and neighbouring U.S. power companies.

The auroral-electrojet zone covers three-auarters of the province and
consequently, solar storms strongly affect these transmission lines.
Harmonics are generated at transformers due to the saturation of their
cores by induced currents, and the level of harmonics produced may
cause malfunction of control relays, and vield unacceptable distor-
tions in normal AC waveforms. The objective of our studv is to det-
ermine the expected effects on long AC transmission systems, and in
particular, a 500 KV line to be built from Winnipeg to Minneapolis-
St. Paul. We have used spectral. analvsis of induced current records
from Manitoba Hydro's LaVerendrye station and masnetosrams from TMS
stations in Manitoba. These analv.es and results of Campbell's work
on the Alaskan pipeline induction problem (1978) were used for pre-
dicticn of periodic and surpe currents. We conclude that the surpe
currents will produce significant levels of harmonics and correspond-
ing operating problems during magnetic storms.

i. INTRODUCTION

In Manitoba, Canada, electric power is transmitted over vast distances
from the hvdro-electric peneratine plants in the northern part of the prov-
ince primarilv to serve the population in the south. The Manitoba power sys-
tem has interconnections with American power networks and those of adjacent
provinces in order to maintain hvdro storage and take advantage of dailv rate
variations in thermal-electric power. TFor this purpose, Manitoha Hvdro and
Minnescta Power and Light w'11 be constructing a 500 kilovolt alternating
current bhetween Winnipeg and Minneapolis-St. Paul. Du.ing the design phase
these power authorities need to know the expected magnitude, frequency of
occurrence, and duration of magnetic storms and substorms that would produce
significant currents in this line, Research groups at University of Manitoba
and University of Illinois, lead by Prof. W=M., Boerner, and the resecarch
group of Prof, V.D, Albertson at University of Minnesota are studving this

’or
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nroblem along with System Planning engineers of Manitoba Hvdro. These latter
engineers are concerned with ensuring the reliability of performance with
minimum cost.

During magnetic storms most problems in the operation of AC power systems
result from effects of transformer core saturation produced by induced cur-
rents and this saturation causes local heating and generatior of harmonics.
In particular undesired relay operation in transformer differential schemes
is most likely, which is seen as a fault and the transformer taken out of ser-
vice. Overcurrent ground relays have caused misoperation and resulted in in-
creased zero sequence current, Cumulative heating effects on transformer
insulation may reduce the lifetime of the transformer or unusual gassing dur-
ing a storm may cause the transformer to be taken out of service unnecessari-
ly. The telluric currencs enter power transmission lines through the gruund-
ed neutral of wye-configuration transformers. The system we are studying has
an autotransformer, and induced currents in the power network can bypass the
ground cgnnection. A 550 km length of the planned route is at an angle of
about 60" from geomagnetic north and the total resistance of the line will be
about 5.5 ohms, including termiral resistance to ground.

Our purpose in this paper is to attempt to predict the mapgnitudes and
frequency of occurrence of induced currents in this transmission line. We
have used previous works on prediction of induced currents, and our iimited
anilyses of induced currents along with the corresponding magnetic field var-
iations to develop methods for the desired predictions, We use a probabilis-
tic approach to prediction,

2. DEVELOPMENT OF PREDICTION METHODS

A study of our prediction problem and the methods used by other research-
ers on related problems is necessaryv to establish the way in which previous
results can be used and where there is a need for different techniques.

Since our problem is to predict the occurrence of induced currents of suffi-
cient magnitude to caus2 effects on power svstems under various operating
conditions, then the time and magnitude of a storm must be considered., The
time of occurrence of significant currents is important since a power svstem
may be most susceptible under certain conditions of interconnections in the
network and the loading pattern. In our work on power systems we have used
the simple criterion that storms should produce induced currents in excess of
20 A, since for many transformers this current produces a level of harmonic
currents chat may interfere with system control. Larger currents can produce
instahilities that lead to generator shut-down. Events of this nature occur-
red during the 4 August 1972 major magnetic storm, where peak induced cur-
rents of 100 amperes were recorded by Manitoba Hydro. In Manitoba, the
occurrence of substorm activity can be expected to span several hours in the
interval of 3UT to 15UT. Sudden commencements may not be as significant in
occurrence and magnitude, but they can occur at times that will affect the
power system when loading is significant. An example of a sudden commence-
ment effect on a power line in Manitoba has been studied by Hayashi et al
(1978).

The oxpected power spectra of magnetic storms and substorms can be relat-
ed to the planetary amplitude index and the period of the induced currents.
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Campbell (1978) has obtained these empirical power spectra relationships for
the Auroral zone (60° - 70° geomagnetic N) magnetic field variations.

In addition to studying the magnetic field, from which we must determine
the electric field for current induction, it is most useful to study avail-
able records of induced currents. We have obtained Manitoba Hyvdro's records
of events for the LaVerendrye transformer neutral-to-ground connection. The
ohserved currents are correlated with the occurrence of substorms. Thus if we
have sufficient information, a relationship between the mugnetic activity
index A _, magnetic field power spectra, and induced current spectra can be
obtained" to predict harmonic currents on the basis of expected A values,

We have used the power spectral analyses of three substorms and P Campbell's
empirical relationships to predict the harmonic currents in the 500 KV power
transmission line,

The prediction of the occurrence of very major storms and the larpest
electric field associated with such storms is also of interest. Campbell
has also studied magnetic activity for a range of index values to obtain
peak-to-peak field changes as a function of the ind€x. Siscoe(1976) has
derived probability furctions for the magnitudes of the three largest geomag-
netic storms per solar cycle from the aa index values over nine solar
cycles., This measure of storm magnitude does not indicate the rate of changpe
of the magnetic fields. Siscoe uses the double exponential law fcr rare
events to obtain his results. Fleming and Keller (1972) used earth surface
potential measurement data to obtain the probability of large earth current
storms and their results were also based on the double exponential law,
However, the duration of large potentials is not studied explicity. Since
our problem requires a model for probability of both magnitude and duration
of electric fields producing induced currents, we have initiated analyses of
substorm magnetic variations to estimate the joint probability of the field
rates of change and duration of each rate. We expect that it rav be possible
to use the results of the aforementioned probability models to extend our
predictions to several solar cycles.

3. ANALYSIS FOR PREDICTION OF HARMONIC CURRENTS

We have chosen to start with Campbell's results and determine how well
they suit our problem. It was expected that th analysis of substorm maene-
tograms from the closest magnetometer station (wniteshell, 59.9° N peomagne-
tic) would give a good cstimate of the desired empirical formula correspond-
ing to Campbell's formula., His formula for the horizontal field power spec-
tral density T (min) and magnetic activity index Ap foe Collepe, Alaska
is

log G( w) = 2,0 + 1.4 log T + 0.043 Ap + 0.6 N

where 1.4 is called the spectral slope since the spectra are fairly linear or
a log-log plot.

As a first attempt to determine the spectral slope for Whiteshell we
studied the most active three hours in substorms on 21 September 1977, 4 Jan-
uary 1978, and 15 February 1978. We considered both X and Y components of
the magnetic field using magnetograms with one minute sampies, which were
provided by the Geomagnetism Division of Energy, Mines and Resources, The
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individual spectra are shown together in Figure 1(a) and their average in
Figure 1(b). The individual specctra tend to decrease bevond T=3600 s.
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The average spectral slope 1s 2,34, This slope is very close to the average
slope of 2.4 obtained by Campbell and this apgreement tends to support the
use of his empirical relationships for our prediction problem. We were also
interested in the spatial extent of the storms and we obtained data from the
Fort Churchill IMS magnetometer chain from Dr. .J.K. Walker of the Geomagne-
tism Division for Island lLake and Thompson. TFigure 2 shows the individual
with much iower slopes up to ! ks and greater power in the Thompson field,
particularly at shorter periods. These spectra indicate that the Whiteshell
does experience variations approaching those at stations well withirn the
auroral zone.

We would like to obtain an empirical formula for the spectral denzityv
based on Campbell's. We have obtained onc estimate of the slope at similar
a levels and since our spectral analysis was not over the entire day the

effective A index was assumed to> be a_= 120, To give the same power
spectral densit? as shown in Fipure 1(b) at T the midpoint the response of
the estimated relationship is
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log G(w) = 2.9 + 2.34 1log T + 0.36 Ap 0.6 (2)

where we have assumed the same constant for the tolerance.
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The peak values of the corresponding periodic magnctic field components car
be derived from the power spectrum and the X component given bv an empirical
relaionship

= + a).
Bx ap + n,., Ap So (gamma) (3)

We have not analyzed sufficient data to estimate these coefficients and for
our results we chose to use Campbell's linear approximations to ar and Do
which are

log a

T = 0.58 log T ~1.33 and log nT = 0.97 log T -3.56 (4)
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We used a source scale of L = 0.2 T km for T in seconds for the period of
the source variation, and Wait's (1962) magnetotelluric formulation to esti-
mate the electric field power spectra. The three layered earth model most
suitable for the region of the 500 KV transmission line is o; = 0.002 S/m,
h, = 10 km; o0, = 10 * S/m, h, = 390 km; 03 = 0.5 S/m, h; = ©, corresponding
to the first three layers used by Albertson (1970), where the o's are
conductivies and h's are thicknesses of each laver. The ratio of E /B

for this layered earth model is shown in Figure 3. Figures 4(a) and 4

4(b) show the electric field power spectra for the Y and X components of the
field corresponding to the X and Y components of the magnetic field at
Whiteshell., The plots show upon comparison with the magnetic field spectra
that the response is suppressed for periods beyond 1 ks . For 4 ks the
electric field peak is 0.047 V/km and at T=0.4 ks the peak is 0,0077 V/km.
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Th> original plan . +ii1s preject included an in-line measurement device
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